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Today

e What tasks have NLP researchers historically cared about?

e How do we evaluate success on these tasks?
e Dominant paradigm: automatic metrics computed on
static benchmarks

e As models have improved their abilities, how have our
evaluations changed?



Tasks and Evaluation
Metrics



e Input: text data

e Output: label from a closed set




Binary Classification

e Input: text data
e Output: label from a closed set

e Spam detection

Fwd: Vacation Inbox x

any of these conflicts for you?

---------- Forwarded message ---------
From:

Date: Mon, Mar 17, 2025, 04:00
Subject: Vacation

To:

Cc;|

Hi
Js talking about a vacation possibly in July. Possibly Canada?

Hoping it can be a long weekend (like a Thursday/Friday to a Monday/Tues) Look at your calendar and see if you

= Not Spam

| am taking an art class every Saturday in June, so those are out.

May 31-June 6: (No Sat May 31) Only 4 days on work calendar

June 7-June 13: (No Sat June 7) Only 2 days on work calendar
June 14-June 20: Nothing available on work calendar

June 21-June 27: Anytime (No Sat June 21)




Binary Classification /]\

e Input: text data
e Output: label from a closed set

e Spam detection




Multiclass Classification /,

e Input: text data
e Output: label from a closed set
e Part of speech tagging

Battle-tested industrial managers here always buck
JJ JJ RB RB VB

up hervous newcomers with the tale of the first of
RP JJ IN IN JJ IN

their countrymen to visit Mexico, a boatload of
TO VB IN

samurai warriors blown ashore 375 years ago.
VB RB RB



Evaluation

Input
(31 words)

Battle-tested industrial ...

Battle-tested industrial ...

... industrial managers here ...

... managers here always ...

... here always buck up ...

... blown ashore 375 years ago.

Correct
Label

RB
RB

RB

VBD
JJ

RB
RB

RB



Confusion Matrix mh

Count examples for each pair of (target class, predicted class)

Predicted Class

JJ . RB IN TO VB VBN VBD

JJ | 2 1 1
RB S

IN 7

TO 1

Target Class
(o))

VB 2
VBN 1
VBD




What % of model predictions are correct?

27 correct
4 incorrect

27/31 =
87.1%
accuracy

»-Target Class

JJ

RB

Predicted Class

IN TO D7 NN NNS NNP

VB VBN VBD CD

JJ
RB
IN
TO
DT
NN
NNS
NNP

VB
VBN
VBD

CD

.

.




Precision AN

For a particular class, how many of the model’s predictions of that
class are accurate? (how precise is the model?)

Class: singular noun (NN) Predicted Class
2 true positive J RB IN TO VB VBN VBD
3 false positive JJ | 2 1 1
RB 9)
IN 4
1P W 10 1
)
TP+FP & 5
O 2
T 6
2/5 = g.’
1
40% T 1
precision &z 5
VBN 1
VBD
1




Recall. /)

For examples with a particular correct class label, how often does the
model accurately predict that label? (how well does the model recall
the items for a particular class?)

Class: singular noun (NN) Predicted Class
2 true positive J RB IN TO VB VBN VBD
O false negative V| 2 1 1
RB )
11 o
"
TP+FN & ;
O 2
=
2/2 = g,’ 6
1
100% & 1
recall g VB 5
VBN 1
VBD
1




F1 Score m

Harmonic mean of precision and recall (overall, how well is the
model doing with a particular class?)

Class: singular noun (NN) Predicted Class
JJ RB IN TO VB VBN VBD
JJ 2 1 1
2XPXR RB 5
P+R IN 4
$ TO 1
AL 3
2x0.4x1.8 O 5
04 +1.0 "q'; 6
o 9 1
057 F1 I~ 1
VB 2
VBN 1
VBD
1




Automatic Speech Recognition

Task: Convert a speech utterance into a text transcript

e ASR performance is measured using error rates
e Sentence error rate (exact match) can be too penalizing (1 or O)

e Word Error Rate (WER) captures average number (%) of wrong
words in the transcript
e For now, let’s assume words are separated by spaces

e For languages that are not space delimited, Character Error
Rate (CER) can be used



Word Error Rate (WER) I\

Possible Errors : Substitutions (S), Deletions (D), Insertions (I)

S+ D + 1
N

e Reference: Take me to UC campus (# words N=5)

e ASR Transcript: Take me to you see campus

e 1 substitution 1 insertion O deletions
e WER=2/5*100 =40 %

e WER can be greater than 100% (eg. Too many insertions)

e S+ D + 1 needs to be computed using Edit (Levenshtein)
distance



Levenshtein/Edit distance /‘\

Dynamic Programming based edit matrix computation d [N, M]
Transcript or Hypothesis (i)

6.

0. 1. Take 2. me 3. to 4.you 5. see
campus

Calculate the least
cost alignment/edit

S 1 Take # Substitution # Deletion path allowing
QO S, o Insertion, deletion
U R : . .
5 . adlli and substitution of
E me # Insertion m——gpaliil words
O
'-lq—) 3. to
%
4. UC
5.
E TR0 M
d[1,j]=min(d[i1-1,]J]+ 1, # Insertion
d[i,j-1]+1, # Deletion
d[i-1,])-1] + local_substitution (1, j)) # Substitution




Levenshtein/Edit distance /\\

Dynamic Programming based edit matrix d [N, M]
Hypothesis (i)

0. 1.Take 2.me 3.to 4.you b5.see °
campus
Initialize © cost in
& ¢ extra row/column
S| 1. Take
Q
@)
C | 2.me
O
) -
'-% 3. to
0%
4. UC
5.
SElE]___ M
d[,J]=min(d[1-1,)J]+1, # Insertion
dfi,j-17+1, # Deletion
d[i-1,])-1] + local_substitution (1, j)) # Substitution




Levenshtein/Edit distance /\\

Dynamic Programming based edit matrix d [N, M]
Hypothesis (i)

0. 1.Take 2.me 3.to 4.you b5.see °
campus
0 0 s gli-1, 1] “Grow” the edit
| ¥4 matrix iteratively,
S| 1 Take by accumulating
QO + 1 the cost for each
Lc) 2 me element d [i,j]
Q
-
'-% 3. to
Y
4. UC
D.
campus! S
d[,J]=min(d[1-1,)J]+1, # Insertion
dfi,j-1]+1, # Deletion
d[i-1,])-1] + local_substitution (1, j)) # Substitution




Levenshtein/Edit distance /‘\

Dynamic Programming based edit matrix d [N, M]
Hypothesis (i)

0. 1.Take 2.me 3.to 4.you b5.see °
campus
0 0 ’ “Grow” the edit
\ * matrix iteratively,
S| 1 Take ’ ‘imin“’ by accumulating
O 1,0) the cost for each
Lc) 2 me element d [i,j]
O
O
'-lq—) 3. to
Y
4.UC
5.
campus . S—
d[,J]=min(d[1-1,)J]+1, # Insertion
dfi,j-1]+1, # Deletion
d[i-1,])-1] + local_substitution (1, j)) # Substitution




Levenshtein/Edit distance /‘\

Dynamic Programming based edit matrix d [N, M]
Hypothesis (i)

0. 1.Take 2.me 3.to 4.you b5.see °
campus
0 “Grow” the edit
' matrix iteratively,
S| 1 Take by accumulating
O the cost for each
Lc) 2 me element d [i,)]
Q
-
'-% 3. to
04
4. UC
D.
campus| S—
d[,J]=min(d[1-1,)J]+1, # Insertion
d[i,]-1]+1, # Deletion
d[i-1,])-1] + local_substitution (1, j)) # Substitution




Levenshtein/Edit distance /\\

Dynamic Programming based edit matrix d [N, M]
Hypothesis (i)

0. 1. Take 2. me 3.to 4.you 5.see 6.
campus
0. 0 1. 0 Groyv .the gdlt
o, % matrix iteratively,
S| 1. Take 1 0 ~gpmin2,1,3) by accumulating
O the cost for each
Lc) 2 me element d [i,)]
3
) -
'-% 3. to
0%
4. UC
5.
campus S
d[,J]=min(d[1-1,)J]+1, # Insertion
dfi,j-1]+1, # Deletion
d[i-1,])-1] + local_substitution (1, j)) # Substitution




Levenshtein/Edit distance /\\

Dynamic Programming based edit matrix d [N, M]
Hypothesis (i)

0. 1.Take 2.me 3.to 4.you b5.see °
campus
0 0 ’ 5 Groyv .the gdlt
matrix 1iteratively,
S 1 Take ’ 0 ’ by accumulating
O the cost for each
Lc) 2 me 2 1 0 element d [i,j]
L
'-% 3. to
nd
4. UC
d.
campus S
d[,J]=min(d[1-1,)J]+1, # Insertion
dfi,j-1]+1, # Deletion
d[i-1,])-1] + local_substitution (1, j)) # Substitution




Levenshtein/Edit distance /‘\

Dynamic Programming based edit matrix d [N, M]
Hypothesis (i)

0. 1.Take 2.me 3.to 4.you b5.see °
campus
0 0 ’ 5 3 Groyv .the gdlt
matrix 1iteratively,
S 1 Take ’ 0 ’ 5 by accumulating
O the cost for each
E | 2.me 2 1 0 1 element d [i,]
o
% 3. to 3 2 1 0
Y
4.UC
5.
campus! S
d[,J]=min(d[1-1,)J]+1, # Insertion
dfi,j-11+1, # Deletion
d[i-1,])-1] + local_substitution (1, j)) # Substitution




Levenshtein/Edit distance /\\

Dynamic Programming based edit matrix d [N, M]
Hypothesis (i)

0. 1.Take 2.me 3.to 4.you 5.see O
campus
0 0 1 2 3 4 Grow” the edit
matrix 1iteratively,
S 1 Take ’ 0 ’ 5 3 by accumulating
O the cost for each
Lc) 2 me 2 1 0 1 > element d [i,)]
o
% 3. to 3 2 1 0 1
0%
4.UC E 3 ! . [ Substitution!
5.
campus| B
d[,J]=min(d[1-1,)J]+1, # Insertion
dfi,j-1]+1, # Deletion
d[i-1,])-1] + local_substitution (1, j)) # Substitution




Levenshtein/Edit distance /‘\

Dynamic Programming based edit matrix d [N, M]
Hypothesis (i)

0. 1.Take 2.me 3.to 4.you b5.see °
campus
0 0 1 2 3 4 5 Grow” the edit
matrix 1iteratively,
S| 1. Take 1 0 1 2 3 4 by accumulating
QO the cost for each
S | 2. me 2 1 0 1 2 3 element d [ij]
o
% 3. to 3 2 1 0 1 2
%
4. UC 4 3 1 1 1 2
°. 5 4 2 2 2 2
N I :
d[,J]=min(d[1-1,)J]+1, # Insertion
dfi,j-17+1, # Deletion
d[i-1,])-1] + local_substitution (1, j)) # Substitution




Levenshtein/Edit distance /‘\

Dynamic Programming based edit matrix d [N, M]
Hypothesis (i)

0. 1.Take 2.me 3.to 4.you b5.see °
campus
0. 0 1 ? 3 4 5 6
S| 1. Take 1 0 1 2 3 4 5
)
O
S | 2.me 2 1 0 1 2 3 4
O
| -
o
= | 3.to 3 2 1 0 1 2 3
%
4. UC 4 3 1 1 1 2 2
5 - Edit cost
- 5 4 2 2 2 2 2
campus d[N, M] =2

WER = 2/5 = 40%



Levenshtein/Edit distance /‘\

Dynamic Programming based edit matrix d [N, M]
Hypothesis (i)

0. 1.Take 2.me 3.to 4.you b5.see °
campus
0. 1 2 3 4 5 6
S1.Take 1 N 1 2 3 4 5
O
C | 2.me 2
o
O
;q:_) 3.10 3 Optimal path:
4 UC 4 tells us what
the errors were
5, .
campus

substitution insertion



Structured Prediction

e Input: text data

e Output: structured
combination of labels from
a closed set

e Syntactic (constituency)
parsing

( (8
(NP Battle-tested industrial managers
here)
always
(VP buck
up
(NP nervous newcomers)
(PP with
(NP the tale
(PP of
(NP (NP the
(ADJP first
(PP of
(NP their countrymen)))
(S (NP %)
to
(VP visit

(NP Mexico))))

(NP (NP a boatload
(PP of
(NP (NP warriors)
(VP-1 blown
ashore
(ADVP (NP 375 years)
ago)))))
(VP-1 *pseudo-attachx*))))))))

Penn Treebank, Marcus et al. 1993

Marcus et al. 1993, CL, “Building a large annotated corpus of English”




Structured Prediction (/,

e Input: text data

e Output: structured
combination of labels from
a closed set

e Syntactic (dependency)
parsing

uuuuu
nmod m d>—>
case case——
e\ o) (g +vmoe\ggpf omvounaorigg @“mﬁ@L o oo oo ﬂm_@ n e R A
Battle-tested industrial managers here always buck up nervous newcomers with the talé of the first ‘of’ thelr countrymen to visit MeX|co a boatload of
uuuuu
m d
mp % advmo d»@ @1‘ mmmmm \{Eﬂ' obl:npm %
samurai warriors bIown ashore 375 years ago

Generated from https://hanlp.hankcs.com/en/



https://hanlp.hankcs.com/en/

Structured Prediction

e Input: text data

e Output: structured
combination of labels from
a closed set

e Semantic parsing
(abstract meaning
representation)




Structured Prediction

o Input: text data Task-specific eval metrics:
- exact match accuracy

e Output: structured - execution accuracy

combination of labels from

a closed set airline H airline #
AA 123 5 AA 123
Delta 456 — | Delia 456

e Semantic parsing
(text-to-SQL) JetBlue | 404 United | 789

show me flights from seattle to boston next monday /

(SELECT DISTINCT flight.flight_.id FROM flight WHERE (flight.from_.airport IN (SELECT
airport_service.airport_.code FROM airport._.service WHERE airport_service.city.code IN (SELECT
city.city-.code FROM city WHERE city.city-name = ’'SEATTLE’))) AND (flight.to.airport IN (SELECT
airport.service.airport.code FROM airport_.service WHERE airport_service.city.code IN (SELECT
city.city-.code FROM city WHERE city.city-name = "BOSTON’))) AND (flight.flight_days IN (SELECT
days.days_.code FROM days WHERE days.day-name IN (SELECT date_day.day-name FROM date._.day WHERE
date_day.year = 1993 AND date_day.month_number = 2 AND date_day.day-number = 8))));




Structured Prediction (/,

e Input: text data

e Output: structured

combination of labels from

a closed set

e Semantic parsing
(code generation)

Task-specific eval metrics:

- exact match accuracy
- test case pass rate

def

def

def

def

incr_list(l: list):

"""Return list with elements incremented by 1.
>>> incr_list([1, 2, 31)

[2, 3, 4]

>>> incr_list([5, 3, 5, 2, 3, 3, 9, 0, 123])
[6, 4, 6, 3, 4, 4, 10, 1, 124]

return [i + 1 for i in 1]

solution(lst):

"""Given a non-empty list of integers, return the sum of all of the odd elements
that are in even positions.

Examples

solution([5, 8, 7, 1]) ==12

solution([3, 3, 3, 3, 3]) ==>9

solution([30, 13, 24, 321]) ==>0

return sum(lst[i] for i in range(0,len(lst)) if i % 2 == 0 and 1st[i] % 2 == 1)

encode_cyclic(s: str):

returns encoded string by cycling groups of three characters.

groups = [s[(3 x i):min((3 x i + 3), len(s))] for i in range((len(s) + 2) // 3)]

groups = [(group[1:] + group[@]) if len(group) == 3 else group for group in groups]
return "".join(groups)

decode_cyclic(s: str):

takes as input string encoded with encode_cyclic function. Returns decoded string.

groups = [s[(3 * i):min((3 * i + 3), len(s))] for i in range((len(s) + 2) // 3)]

groups = [(group[-1] + group[:-11) if len(group) == 3 else group for group in groups]
return "".join(groups)

HumanEval, Chen et al. 2021

Chen et al. 2021, “Evaluating large language models trained on code”




Text Comprehension 4%

e Input: text data In meteorology, precipitation is any product

of the condensation of atmospheric water vapor
that falls under gravity. The main forms of pre-

¢ OUtPUt: short piece Of text cipitation include drizzle, rain, sleet, snow, grau-

(extractive QA: span in pel and hail... Precipitation forms as smaller
. droplets coalesce via collision with other rain
Input text)

drops or ice crystals within a cloud. Short, in-
tense periods of rain in scattered locations are
called “showers".

What causes precipitation to fall?
gravity

What is another main form of precipitation be-
sides drizzle, rain, snow, sleet and hail?

graupel
TaSk-SpeCifiC eval metrics: Where do water droplets collide with ice crystals
. to form precipitation?
- span selection accuracy G e

Rajpurkar et al. 2016
Rajpurkar et al. 2016, EMNLP, “SQuAD”



Information Extraction

e Input: lots of text data

e Output: structured representation of information

Jurassic release_year
pr Od\»\"ved Doy
N genre
‘

<
(9
A

%%

edt by &
uCe S,

odu
prf .

Science

fiction
Adventure

Task-specific eval metrics:
- precision of extracted facts
- recall of known facts

Lockard et al. 2020, ACL tutorial on Multi-Modal Information Extraction



Question Answering m

e Input: none Task-specific eval metrics:
- multiple-choice accuracy

Options E

e Output: short piece of text

e Factual and commonsense

0.2%
If someone wants to (a) cottee cup °
submerge themselves (b) whirlpool bath 0.1% X
in water, what should
they use? (C) cup 0.3%
(d) puddle 0.3%

Example from Holtzman et al. 2021, EMNLP, “Surface form competition”



Question Answering m

e Input: none Task-specific eval metrics:
- multiple-choice accuracy
e Output: short piece of text - string similarity?

e Factual and commonsense

most likely

answer
If someone wants to
submerge themselves
in water, what should = bathtub f

=~ whirlpool bath

they use?

Example from Holtzman et al. 2021, EMNLP, “Surface form competition”



Reference-Based
Text Generation

e Input: text data
e Output: same text, but in a different language

¢ Machine translation

The bottle floated into the cave

v

La botella entro a la cuerva flotando

Example from Yoav Artzi



e Reference y
The most natural form of language use is dialogue.

e System outputs / candidates y
Y1 The most common form of language use is conversation.

iJo The most common form of language is speech.




Reference-Based
Evaluation: BLEU m

e Reference y
The most natural form of language use is dialogue.

e System outputs / candidates y
Y1 The most common form of language use is conversation.

U2

o G, (x) is the set of n-grams in sequence x

Papineni et al. 2002, ACL, “BLEU”



Reference-Based
Evaluation: BLEU m%

e Reference y
The most natural erLn of language use s, IS W

N S N——
unigram

e System outputs / candidates y
Y1 The most common form of language use is conversation.

U2

o G, (x) is the set of n-grams in sequence x
G4 (y) - {the, most, natural, form, of, language, use, is, dialogue, }

Papineni et al. 2002, ACL, “BLEU”



Reference-Based
Evaluation: BLEU

e Reference y
.&e most natural form of language use |s dialogue.
bigram
e System outputs / candidates y
Y1 The most common form of language use is conversation.

U2

o G, (x) is the set of n-grams in sequence x
G4 (y) - {the, most, natural, form, of, language, use, is, dialogue, }
G2 (y) — {the most, most natural, natural form, form of, }

Papineni et al. 2002, ACL, “BLEU”



Reference-Based
Evaluation: BLEU m%

e Reference y
The most natural form of language use is dialogue.

e System outputs / candidates y
Y1 The most common form of language use is conversation.

Y2
o G, (x) is the set of n-grams in sequence x

G4 (y) - {the, most, natural, form, of, language, use, is, dialogue, }
& (y) - {the most, most natural, natural form, form of, }

e ('(s,x) is the number of occurrences of n-gram s in g
C(the,y)=1 C(most, y)="1 C'(natural form, i) = 1

Papineni et al. 2002, ACL, “BLEU”



Reference-Based

Evaluation: BLEU 1"
n-gram precision
How many of the n-grams actually occur in the reference?

ZseGn (1) HllIl(C(S, ?))7 C(Sv y))

Pu(9,y) = ~
ZSEGn(g) C(Sa y)

Y The most natural form of language use is dialogue.
Y1 The most common form of language use is conversation.

Papineni et al. 2002, ACL, “BLEU”



Reference-Based
Evaluation: BLEU N

n-gram precision
How many of the n-grams actually occur in the reference?

p (@ y) - ZSGGn(Q) mlﬂ(C(S,?)), C(Svy))
o 2 _secn@ ¢ (s 9)

Y The most natural form of language use is dialogue.
Y1 The most common form of language use is conversation.

G 1 (@1) — {the, most, common, form, of, language, use, is, conversation, . }

S C(s,y)| C(s,y) [min(C(s,y,C(s,y))
the
most
common
form
of
lanquage
use
is
conversation

Papineni et al. 2002, ACL, “BLEU”



Reference-Based
Evaluation: BLEU N

n-gram precision
How many of the n-grams actually occur in the reference?

ZseGn (1) HllIl(C(S, ?))7 C(Sv y))

Py, (yAa y) — -
ZSEGn(Q) 0(87 y)

Y The most natural form of language use is dialogue.
Y1 The most common form of language use is conversation.

G 1 (@1) — {the, most, common, form, of, language, use, is, conversation, . }

S C(s,y)| C(s,y) [min(C(s,y,C(s,y))
the
most
common
form
of
lanquage
use
is
conversation

RN W NN W [N U [ U U Wy DU G U G U U UG Y

Papineni et al. 2002, ACL, “BLEU”



Reference-Based
Evaluation: BLEU N

n-gram precision
How many of the n-grams actually occur in the reference?

p (@ y) - ZSGGn(Q) mlﬂ(C(S,?)), C(Svy))
o 2 _secn@ ¢ (s 9)

Y The most natural form of language use is dialogue.
Y1 The most common form of language use is conversation.

G 1 (@1) — {the, most, common, form, of, language, use, is, conversation, . }

S C(s,y)| C(s,y) [min(C(s,y,C(s,y))
the 1
most
common
form
of
lanquage
use
is
conversation

Al |laA Al |2l ||

Papineni et al. 2002, ACL, “BLEU”



Reference-Based
Evaluation: BLEU N

n-gram precision
How many of the n-grams actually occur in the reference?

p (@ y) - ZSGGn(Q) mlﬂ(C(S,?)), C(Svy))
o 2 _secn@ ¢ (s 9)

Y The most natural form of language use is dialogue.
Y1 The most common form of language use is conversation.

G 1 (@1) — {the, most, common, form, of, language, use, is, conversation, . }

S C(s,y)| C(s,y) [min(C(s,y,C(s,y))
the 1 1
most
common
form
of
lanquage
use
is
conversation

W NN W W U U U W U W G G Y
R O 7, J S N N Wy U W (RN Wy U Wy 7, ) RN

Papineni et al. 2002, ACL, “BLEU”



Reference-Based
Evaluation: BLEU N

n-gram precision
How many of the n-grams actually occur in the reference?

ZseGn (1) HllIl(C(S, ?))7 C(Sv y))

Py, (yAa y) — -
ZSEGn(Q) 0(87 y)

Y The most natural form of language use is dialogue.
Y1 The most common form of language use is conversation.

G 1 (@1) — {the, most, common, form, of, language, use, is, conversation, . }

S C(s,y)| C(s,y) [min(C(s,y,C(s,y))
the 1 1
most
common
form
of
lanquage
use
is
conversation

Al |laA Al |2l ||

(o < J0 [N [, [ RN Wiy RN Wy U Wy RN Wy U G 7 J PN N

Sum

Papineni et al. 2002, ACL, “BLEU”



n-gram precision

Reference-Based
Evaluation: BLEU

How many of the n-grams actually occur in the reference?

P (9,y) =

ZseGn (1) HllIl(C(S, ?))7 C(Sv y))

ZsEGn (Q) 0(87 ?;)

Y The most natural form of language use is dialogue.
Y1 The most common form of language use is conversation.
G 1 (@1) . {the, most, common, form, of, language, use, is, conversation, . }

S

C(s.y)

C(s,y)

min(C(s,y,C(s,y))

the

.

1

most

common

form

of

lanquage

use

is

conversation

RN W NN W [N U [ U U Wy DU G U G U U UG Y

(o < J0 [N [, [ RN Wiy RN Wy U Wy RN Wy U G 7 J PN N

Sum

-l
(]

Papineni et al. 2002, ACL, “BLEU”

Pl(@l;?J) =8/10=0.8



Reference-Based

Evaluation: BLEU "
n-gram precision
How many of the n-grams actually occur in the reference?

ZseGn (1) HllIl(C(S, ?))7 C(Sv y))

Py, (yAa y) — -
ZSEGn (9) C(Sa y)
Y The most natural form of language use is dialogue.

U2

Papineni et al. 2002, ACL, “BLEU”



Reference-Based

Evaluation: BLEU "
n-gram precision
How many of the n-grams actually occur in the reference?

p (@ y) - ZSGGn(Q) mlﬂ(C(S,?)), C(Svy))
o 2 _secn@ ¢ (s 9)

Y The most natural form of language use is dialogue.
Y2
G 1 (gz) — {the, most, common, form, of, language, is, speech, }

S C(s,y)| C(s,y) [min(C(s,y,C(s,y))
the
most
common
form
of
lanquage
is
speech

Papineni et al. 2002, ACL, “BLEU”



Reference-Based

Evaluation: BLEU "
n-gram precision
How many of the n-grams actually occur in the reference?

ZseGn (1) HllIl(C(S, ?))7 C(Sv y))

Py, (yAa y) — -
ZSEGn(g)) C(Sa y)

Y The most natural form of language use is dialogue.
Y2
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n-gram precision
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Reference-Based

Evaluation: BLEU "
n-gram precision
How many of the n-grams actually occur in the reference?

p (@ y) - ZSGGn(Q) mlﬂ(C(S,?)), C(Svy))
o 2 _secn@ ¢ (s 9)

Y The most natural form of language use is dialogue.

Yo
G 1 (gz) — {the, most, common, form, of, language, is, speech, }
5 C(s,y)| C(s,y) |min(C(s,y,C(s,y))
the 1 1 1
most 1 1 1
common 1 0 0
form 1 1 1
of 1 1 1
lanquage 1 1 1
i 1 1 1 -~
. 1 1 1 ~
sum |9 g Pi(92,y)=719 =077

Papineni et al. 2002, ACL, “BLEU”
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Evaluation: BLEU "
n-gram precision
How many of the n-grams actually occur in the reference?

p (@ y) - ZSGGn(Q) mlﬂ(C(S,?)), C(Svy))
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Y The most natural form of language use is dialogue.
Y3 language
G1(y3) = {language}

S C(s,y) | C(s,y) |min(C(s,y, C(s,y))
lanquage 1 1 1

Sum 1 1 Pl(@g,y)=1/1=1.®?

Papineni et al. 2002, ACL, “BLEU”
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n-gram precision
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Reference-Based

Evaluation: BLEU "
n-gram precision
How many of the n-grams actually occur in the reference?

p (@ y) - ZSGGn(Q) mlﬂ(C(S,?)), C(Svy))
o 2 scc () €5, 9)

Y The most natural form of language use is dialogue.
Y3 language

. . 1 Jl > 1y
Brevity penalty BP(y,y) = { (1—ly))/ I3 A
€ Yl < |y
Text P1(Qay)’??|BP(@ay) y — 11
11| the most common| 0.8 |10 188
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Reference-Based
Evaluation: BLEU e
In practice: Average n-gram precision, for up to N = 4

ZseGn (1) HllIl(C(S, ?;)7 C(Sv y))
ZSEGn(Q) C(s,9)

A 1
BP(y,y) = {6(1y)/:&

| 1
BLEU = BP(j,y) exp (Z ~ In P (9, y))

n=1

P (9,y) =

s
\

Y
Y

N
|\

Papineni et al. 2002, ACL, “BLEU”



Reference-Based
Evaluation: Representation Similarity (11

Contextual Pairwise Cosine Maximum Similarity Importance Weighting
Embedding Similarity (Optional)
the 107£510.597 0.428 0.408| [1.27
Reference I’ W .
th th . ':T : weather {0.462 0.3930.515}0.326| |7.94
e weather is —> | N o . o
"~/ is 1 e R 0.441 0.441| [ 1.
cold today — g s > Rpppp — (Q718X120)H(0515x7.90)+.
‘ % cold 10.479 0.454 LS 0.343| | 7.90 1.2747.9441.8247.90+8.88
. A &
Candidate €T — today {0-347 0.361 0.3078 8.88
it is freezing today &/ S e O
&\_/ W ob .
& < weights

N
Candidate

BERTScore, Zhang et al. 2020

Zhang et al. 2020, ICLR, “BERTScore”



Correlation with
Human Judgment

Does our automatic metric reflect human judgments?

25 +

1.5 +

05 +

Monolingual Judgement

-0.5 ] I
0 0.1 0.2 0.3

Bleu score

—e— Predicted ¢ Monolingual Group

Bilingual Judgement
N

0 2 { -
0 0.1 0.2 0.3
Bleu score

—e— Predicted ¢ Bilingual Group

Metric en<>cs en<>de en<ret en<>fi en<>ru en<->tr en<>zh
(5/5) (16/16) (14/14) (9/12) (8/9) (5/8) (14/14)
BLEU 970/.995 971/.981 .986/.975 .973/.962 .979/.983 .657/.826 .978/.947
ITER 975/.915 .990/.984 .975/.981 .996/.973 .937/975 .861/.865 980/ -
RUSE 981/ — 997/ — 990/ - 991/ - 988/ — 853/ - 981/ -
YiSi-1 950/.987 .992/.985 .979/.979 .973/.940 .991/.992 .958/.976 .951/.963
Pggrr .980/.994 .998/.988 .990/.981 .995/.957 .982/.990 .791/.935 .981/.954
Rggrt 998/.997 .997/.990 .986/.980 .997/.980 .995/.989 .054/.879 .990/.976
FRERT 990/.997 .999/.989 .990/.982 .998/.972 .990/.990 .499/908 .988/.967
Fgerr (idf)  .985/.995 .999/.990 .992/981 .992/.972 .991/.991 .826/.941 .989/.973

Papineni et al. 2002

Zhang et al. 2020

Papineni et al. 2002, ACL, “BLEU", Zhang et al. 2020, ICLR, “BERTScore”




Reference-Free
Text Generation

e Input: maybe a natural language prompt, but nothing very

complex

e Output: long piece of text

PREMISE: After years of being content with only
a small inheritance, Sarah’s life is turned
upside down when she discovers she is actually '
a millionaire. She must learn to navigate her
new life of luxury while also dealing with the
guilt she feels over her new-found fortune.

GENERATED STORY:

Sarah Jensen never knew she had inherited a
fortune until her mother died. In fact, she
had never met her father ...[15 words]...

The only thing Sarah did know was that he had
died long ago and that her mother had been left
a sizeable inheritance. ...[23 words]...

Sarah’s mother never spent any of the money

. all that mattered to her was how much it
would mean to her daughter when she inherited
it ...[81 words]...

Sarah learned that she was a millionaire.
...[417 words]...

She would never have had a chance like this -
an opportunity to be financially independent,
to live on her own ...[544 words]...

Now that she was rich, things were going to be
different for her. She could afford a hotel
suite and a lavish meal if she wanted it.
...[450 words]...

The words "Forgive me, father, for I have
sinned” came unbidden into her mind as she
reached out for her drink and took a large sip

straight from the glass. ...[383 words]...
But the guilt was weighing on her now. ...[346
words]. ..

Yang et al. 2022, EMNLP, “Re3”




Human Evaluation m

e Pairwise preference comparisons between outputs
e Overall preference

e Across different axes
e Identification of specific error types

¢ Humanlikeness



Human Evaluation

Questions: . .
Q) 1) Which story do you prefer / find more interesting overall? 1 * IntereStlng. IntereStlng tO the re ader.
O S 2. Coherent. Plot-coherent.
O Both are about equally good . . . . .
> O Nener s good 3. Relevant. Faithful to the initial premise.
» 2) Which story has a more coherent overarching plot? .
© Ostory 4. Humanlike. Judged to be human-written.
D_ J gt;;myaBre about equally good
O Neither is good 4
o g We additionally track how often generated sto-
3 | ries suffer from any of the following writing issues:
. C'E : ::)cilr'lyasre about equally good
o ©Noihor i good 1. Narration. Jarring change(s) in narration
« 4) Indicate which of the following problems are present in Story A (possibly none, possibly more than one).
[[] Jarring change(s) in narration or style and/or Style .
(7p) [ Factual inconsistencies/oddities . . .
2 21 \ery contoing o ar o ncerstand 2. Inconsistent. Factually inconsistent or con-
TU g Often ungrammatical or disfluent tal nl ng Very Odd detall S .
cC Highly repetitive . . .
< [ Noneof the ove 3. Confusing. Confusing or difficult to follow.
L . . .
g » 5) Indicate which of the following problems are present in Story B (possibly none, possibly more than one). 4 * Repetl tl ve’ nghly repetltlve *
- Ef“‘"gf“a”ge@ nreen e 5. Disfluent. Frequent grammatical errors.
actual inconsistencies/oddities
[ Very confusing or hard to understand
[J Often ungrammatical or disfluent
[ Highly repetitive
L None Of,the wove _ Method Interesting T Coherent T Relevant T Humanlike { Misc. Problems |
« 6) Do you think Story A was written by a human?
OYes ROLLING 45.0 45.7 44.0 74.0 1.20
ONo RE® 54.3 60.0 64.0 83.3 1.07
» 7) Do you think Story B was written by a human? ROLLING-FT 527 48.7 49.3 74.7 1.48
Oes RE® 53.7 60.0 65.3 80.0 1.35

Yang et al. 2022, EMNLP, “Re3”



L L M-as-a-Judge m

¢ Human evaluation is expensive
e Maybe we can just prompt LLMs to judge for us?

e Open question!



Communicative Success

e Language is all about getting things done in the world
e Directing a listener’s attention to something
e Instructing or suggesting a listener to do something
e Acquiring information that someone else has

e Teaching something to someone else

e How well do our systems take action via language?



Evaluating NLG through
Communicative Success m

A 4
] ]

e Example task: reference game

e Input: image and target object

Newman et al. 2020, SCiL, “Communication-based evaluation for natural language generation”



Evaluating NLG through
Communicative Success 4%

e Input: image and target object - - -
e Output: referring expression E -
Purple

e Example task: reference game

Newman et al. 2020, SCiL, “Communication-based evaluation for natural language generation”



Evaluating NLG through
Communicative Success m

e Input: image and target object - - -
e Output: referring expression E -
Purple
e Communicative success is
¢ BER-
®

e Example task: reference game

achieved if the listener, who
has access to the image, can
successfully identify the target

Newman et al. 2020, SCiL, “Communication-based evaluation for natural language generation”



Evaluating NLG through
Communicative Success m

e Input: image and target object - - -
e QOutput: referring expression E Dark Purple

e Communicative success is
achieved if the listener, who
has access to the image, can
successfully identify the target

e Example task: reference game

Newman et al. 2020, SCiL, “Communication-based evaluation for natural language generation”



Evaluating NLG through
Communicative Success "
e Input: image and target object - - -
achieved if the listener, who
really easy to evaluate! E J

e Output: referring expression
P 9 &P E Dark Purple
has access to the image, can
Newman et al. 2020, SCiL, “Communication-based evaluation for natural language generation”

e Example task: reference game

e Communicative success is
successfully identify the target ’ -



Dialogue and
Interactive Systems

e Language is all about interaction:

e How do the utterances we produce influence the world
around 1s?

e How do other language users change their language use
in response to yours?

e Dynamic properties of interaction
e Formation of common ground
e Alignment

e We need to study models in multi-turn interaction!



Dialogue and
Interactive Systems

But evaluating interaction is hard:

What's a good place to get gluten free
pastries in Berkeley?

For dedicated gluten-free pastries in A gluten-free pastry lover in Berkeley!

Berkeley, your absolute best bet is You're in luck because Berkeley is a
Mariposa Baking Company. haven for GF enthusiasts! Here are some

top recommendations for gluten-free
pastries in Berkeley:

1. Bette’s Oceanview Diner (1807 4th St,
Berkeley) — This beloved diner has




Dialogue and
Interactive Systems

But evaluating interaction is hard:

What's a good place to get gluten free
pastries in Berkeley?

For dedicated gluten-free pastries in
Berkeley, your absolute best bet is

Mariposa Baking Company.

That’s too far from me. Do you have a
recommendation near downtown
Berkeley?




Dialogue and
Interactive Systems

But evaluating interaction is hard:

What's a good place to get gluten free
pastries in Berkeley?

A gluten-free pastry lover in Berkeley!
You're in luck because Berkeley is a
haven for GF enthusiasts! Here are some
top recommendations for gluten-free
pastries in Berkeley:

1. Bette's Oceanview Diner (18097 4th St,
Berkeley) — This beloved diner has

Are any of these open on Sundays?




Dialogue and
Interactive Systems

But evaluating interaction is hard:

What's a good place to get gluten free
pastries in Berkeley?

For dedicated gluten-free pastries in A gluten-free pastry lover in Berkeley!

Berkeley, your absolute best bet is You're in luck because Berkeley is a
Mariposa Baking Company. haven for GF enthusiasts! Here are some

top recommendations for gluten-free
pastries in Berkeley:

That’s too far from me. Do you have a
recommendation near downtown 1. Bette's Oceanview Diner (18097 4th St,

Berkeley? Berkeley) — This beloved diner has

Are any of these open on Sundays?

because user behavior changes
depending on system behavior!



Slot-Filling Dialogue Systems

e In well-defined tasks, we can
define slots that need to be
filled before providing
information to the user

e However, this reduces the
expressivity of dialogue:

e “I was hoping you could
recommend something”

e “Are there any churches or
museums on the east side?”

e “I would like the latest train
leaving that will arrive by 9:15
please.”

A: Hello! This is Concierge Service. | can help
you find attractions, hotels, restaurants in
Cambridge.

U: I’'m looking for a restaurant.
[Domain=Restaurant]

A: What cuisine would you like?

U: I would like Italian food.
[Domain=Restaurant, Food=Italian]

A: Would you like a cheap, moderate or
expensive ltalian restaurant?

U: Actually, never mind, let’s do Chinese.
[Domain=Restaurant, Food=Chinese]

A: Would you like a cheap, moderate or
expensive Chinese restaurant?




User Simulators

e Use another model (or a set of rules) to “simulate” a
human user

e Allows scaling up experiments, including to more
complex domains

e Allows stability across system evaluations

e But doesn't reflect the real-world complexity of actual use
case, e.g., user adaptation to systems over time

e Open question!



Building Language
Technologies



Tasks (1n General) 4

Most tasks can be thought of as a mapping from some input
X to some output Y, where one or both of these have to do
with language

Task Input (.X) Output ( Y)
Text classification Text Label from a fixed class
Automatic speech recognition Audio signal Text
Dependency parsing Text Dependency tree
Code generation Text Executable code
Question answering Document and question (both text) Answer (text)
Translation Text (in source language) Text (in target language)
Open-ended NLG Optional prompt (text) Text
Referring expression generation Image and target object Referring expression (text)
Dialogue Conversation history (text) Next utterance (text)

Slide adapted from Graham Neubig



Implementation

How can we implement a classification model?

def

e Manual rules

classify(x: str)

-> str:

sports keywords = ["baseball", "soccer", "football",
if any(keyword in x for keyword in sports keywords):
return "sports"

else:

return "other"

“tennis"]

e Prompting a model without training

If the following text is about sports, reply

“sports”. Otherwise, reply “other”.

e Machine learning

“Cal football is set to lose

its entire starting ...”

| love to play baseball. sports
The stock price is going up.  other
He got a hat-trick yesterday.  sports
He is wearing tennis shoes. other

Training Model

-
—_— —_—
@ ——

Slide adapted from Graham Neubig

> L




Evaluation 4

e Given the implementation, we want to know how well our
model can perform given new documents

e What is “new”?

e Generally speaking: anything we didn’t have access to
when implementing our model

¢ How can we estimate performance on new documents?

e Simulate it using held-out data just for evaluation!



Data

Before pretrained models, nearly all datasets
came with splits, assumed to be IID:

Development data
For performing
ablations, choosing
hyperparameters, etc.

Training data
For updating model parameters directly

Test data
For estimating
Validation data performance on the

éé 7
For deciding when to real” task
stop training




Data

Before pretrained models, nearly all datasets
came with splits, assumed to be IID:

Training data
For updating model parameters directly

Validation data
For deciding when to
stop training

Development data
For performing
ablations, choosing
hyperparameters, etc.

Public Private
test data test data




Benchmarks and
Model Evaluations



Why do we need benchmarks? mm

e Estimating how well our models will work on real-world
data

e Shared understanding of model performance with
standardized evaluations

e Building trust within a community in proving how well a
new model does

e Driving progress towards specific tasks and capabilities



Single-Task Benchmarks ¢/

A man inspects the uniform of a figure in some East  contradiction
Asian country. ccccc
An older and younger man smiling. neutral
NNENN
A black race car starts up in front of a crowd of contradiction
people. ccccc
A soccer game with multiple males playing. entailment
EEEEE
A smiling costumed woman is holding an um- neutral
brella. NNECN brella.

The man is sleeping

Two men are smiling and laughing at the cats play-
ing on the floor.
A man is driving down a lonely road.

Some men are playing a sport.

A happy woman in a fairy costume holds an um-

What is the capital of the state with the largest population?
answer (C, (capital(S,C), largest(P, (state(S),
population(S,P))))).

What are the major cities in Kansas?
answer (C, (major(C), city(C), loc(C,S),
equal (S,stateid(kansas)))).

GeoQuery, Zelle and Mooney 1996

SNLI, Bowman et al. 2015

[Argo the company] to ... offer [Argl a 15% to 20% stake] [Argz to the public]
(wsj_0345)*
[Argo Sotheby’s] ... offered [Argz the Dorrance heirs] [Argl a money-back

guarantee] (wsj_1928)
an amendment] offered [, by Rep. Peter DeFazio] ... (wsj_0107)

o [Argl

. [Argz Subcontractors] will be offered [Argl a settlement] ... (wsj_0187)

PropBank, Palmer et al. 2005

Third-quarter sales in Europe were exceptionally strong,
boosted by promotional programs and new products —
although weaker foreign currencies reduced the com-
pany’s earnings.

Michelle lives in a hotel room, and although she drives
a canary-colored Porsche, she hasn’t time to clean or
repair it.

Most oil companies, when they set exploration and pro-
duction budgets for this year, forecast revenue of $15
for each barrel of crude produced.

Battle-tested /NNP*/ J] industrial /J] managers/NNS here/RB
always/RB buck/VB*/VBP up/IN*/RP nervous/J] newcomers/NNS with/IN
the/DT tale/NN of/IN the/DT first/J] of /IN their/PP$ countrymen/NNS to/TO
visit/VB Mexico/NNP ,/, a/DT boatload /NN of/IN samurai/NNS*/FW
warriors/NNS blown/VBN ashore/RB 375/CD years/NNS ago/RB ./.

“/* From/IN the/DT beginning/NN ,/, it/PRP took/VBD a/DT man/NN
with/IN extraordinary/JJ qualities/NNS to/TO succeed/VB in/IN Mexico/NNP ,/,
”/” says/VBZ Kimihide/NNP Takimura/NNP ,/, president/NN of /IN
Mitsui/NNS*/NNP group/NN ’s/POS Kensetsu/NNP Engineering/NNP Inc./NNP
unit/NN ./.

9

-~
s 7
/H

s
|

L S R

A i

The Penn Discourse Treebank, Prasad et al. 2008

+

How many slices of pizza are there?
Is this a vegetarian pizza?

What color are her eyes?
What is the mustache made of?

The Penn Treebank, Marcus et al. 1993

Instruction: Head upstairs and walk past the piano through an
archway directly in front. Turn right when the hallway ends at
pictures and table. Wait by the moose antlers hanging on the wall.

Does it appear to be rainy? ]
Does this person have 20/20 vision?

Is this person expecting company?
What is just under the tree?

Room-to-Room, Anderson et al. 2018

VQA, Agrawal et al. 2015

Marcus et al. 1993, CL, “Building a large annotated corpus of English”; Zelle and Mooney 1996, AAAI, “Learning to parse database queries using inductive logic programming”;
Palmer et al. 2005, CL, “The Proposition Bank”; Prasad et al. 2008, LREC, “The Penn Discourse TreeBank 2.0”; Bowman et al. 2015, EMNLP, “A large annotated corpus for
learning natural language inference”; Agrawal et al. 2015, ICCV, “VQA”; Anderson et al. 2018, CVPR, “Vision-and-language navigation”



Single-Task Benchmarks 4

.- [, the company] to .
(ws] 0345)!

A man inspects the uniform of a figure in some East  contradiction The man is sleeping 13 .
Asian country. ccccece ClaSS'lf'lcat'lon

An older and younger man smiling. neutral Two men are smiling and laughing at the cats play- -+ Lo Sotheby’s] ... offered [, , the Dorrance heirs], "a money-bac
NNENN ing on the floor.

A black race car starts up in front of a crowd of contradiction A man is driving down a lonely road.

guarantee] (wsj_1928)
.- [,,,, an amendment] offered [, by Rep. Peter DeFazio] ... (wsj_0107)
e [Argz Subcontractors] will be oﬁ‘ered [Argl a settlement] ... (wsj_0187)

i Spanning / Tagging

PropBank, Palmer et al. 2005

Third-quarter sales in Europe were ex

people. ccccc
A soccer game with multiple males playing. entailment Some men are playing a sport.
EEEEE
A smiling costumed woman is holding an um- neutral A happy woman in a fairy costume holds an um-
brella. NNECN brella.

SNLI, Bowman et al. 2015

What is the capital of the state with the largest population?
answer (C, (capital(S,C), largest(P, (state(S),
population(S,P))))).

What are the major cities in Kansas?

mettphedvneN Structured Prediction

equal (S,stateid(k

boosted by promotional programs a

pany’s earnings.

Michelle lives in a hotel room, and although she drives
a canary-colored Porsche, she hasn’t time to clean or
repair it.

Most oil companies, when they set exploration and pro-
duction budgets for this year, forecast revenue of $15

GeoQuery, Zelle and Mooney 1996

*/]] industrial /J] managers/NNS here/RB

VBP up/IN*/RP nervous/JJ] newcomers/NNS with/IN
the/DT first/J] of/IN their/PP$ countrymen/NNS to/TO
,/, a/DT boatload/NN of/IN samurai/NNS*/FW
warriors/ NNS blown /VBN ashore/RB 375/CD years/NNS ago/RB ./.

“/* From/IN the/DT beginning/NN ,/, it/PRP took/VBD a/DT man/NN
with/IN extraordinary/JJ qualities/NNS to/TO succeed/VB in/IN Mexico/NNP ,/,
”/” says/VBZ Kimihide/NNP Takimura/NNP ,/, president/NN of /IN
Mitsui/NNS*/NNP group/NN ’s/POS Kensetsu/NNP Engineering/NNP Inc./NNP
unit/NN ./.

The Penn Treebank, Marcus et al. 1993

for each barrel of crude produced.

The Penn Discourse Treebank, Prasad et al. 2008

Instruction: Head upstairs and walk past the piano through an
archway directly in front. Turn right when the hallway ends at

pictures and table. Wait by the moose antlers hanging on the wall.

! Question Answering

What color are her eyes? How many slices of pizza are there?
What is the mustache made of? Is this a vegetarian pizza?

Does it appear to be rain

Is this person expecting company?
What is just under the tree? Does this person have 20/20 vision?

Room-to-Room, Anderson et al. 2018

VQA, Agrawal et al. 2015

Marcus et al. 1993, CL, “Building a large annotated corpus of English”; Zelle and Mooney 1996, AAAI, “Learning to parse database queries using inductive logic programming”;
Palmer et al. 2005, CL, “The Proposition Bank”; Prasad et al. 2008, LREC, “The Penn Discourse TreeBank 2.0”; Bowman et al. 2015, EMNLP, “A large annotated corpus for
learning natural language inference”; Agrawal et al. 2015, ICCV, “VQA”; Anderson et al. 2018, CVPR, “Vision-and-language navigation”



Multi-Task Benchmarks

SST-2

67k

1.8k

sentiment

acc.

Corpus |Train| |Test| Task Metrics Domain
Single-Sentence Tasks
CoLA 8.5k 1k acceptability Matthews corr. misc.

movie reviews

Similarity and Paraphrase Tasks

MRPC
STS-B
QQP

3.7k
7k
364k

1.7k
1.4k
391k

paraphrase

acc./F1

sentence similarity  Pearson/Spearman corr.

paraphrase

acc./F1

news
misc.
social QA questions

Inference Tasks

MNLI
QNLI
RTE

WNLI

393k
105k
2.5k

634

20k
5.4k
3k
146

NLI

QA/NLI

NLI
coreference/NLI

matched acc./mismatched acc.
acc.
acc.
acc.

misc.

Wikipedia

news, Wikipedia
fiction books

GLUE, Wang et al. 2019

Wang et al. 2019, ICLR, “GLUE”; Hendrycks et al. 2021, ICLR, “Measuring massive multitask language understanding”

Abstract Algebra
Anatomy

Astronomy

Business Ethics

Clinical Knowledge
College Biology

College Chemistry
College Comp Sci
College Mathematics
College Medicine

College Physics
Computer Security
Conceptual Physics
Econometrics

Electrical Engineering
Elementary Mathematics
Formal Logic

Global Facts

High School Biology

High School Chemistry
High School Comp Sci
High School European History
High School Geography
High School Gov't and Politics
High School Macroeconomics
High School Mathematics
High School Microeconomics
High School Physics

High School Psychology
High School Statistics
High School US History
High School World History
Human Aging

Human Sexuality
International Law
Jurisprudence

Logical Fallacies

Machine Learning
Management

Marketing

Medical Genetics
Miscellaneous

Moral Disputes

Moral Scenarios

Nutrition

Philosophy

Prehistory

Professional Accounting
Professional Law
Professional Medicine
Professional Psychology
Public Relations

Security Studies
Sociology

US Foreign Policy
Virology

ATEEER R T T E L L

World Religions
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MMLU, Hendrycks et al. 2021




Capability-Pushing
Benchmarks

Benchmarks are getting saturated quickly!

0.2 =—e— MNIST =% ImageNet —4— SQUuAD 2.0
—— GLUE —4— SQUAD 1.1 - Switchboard

0.0

—-0.2

—-0.4

—0.6

—0.8

-1.0
2000 2005 2010 2015 2020
Kiela et al. 2021

Kiela et al. 2021, NAACL, “Dynabench”



Capability-Pushing
Benchmarks

Capability-focused evaluation: choose a
complex task and curate examples of it

Organic Chemistry

Methylcyclopentadiene (which exists as a fluxional mixture of isomers) was allowed to react with methyl isoamyl ketone
and a catalytic amount of pyrrolidine. A bright yellow, cross-conjugated polyalkenyl hydrocarbon product formed (as
a mixture of isomers), with water as a side product. These products are derivatives of fulvene. This product was then
allowed to react with ethyl acrylate in a 1:1 ratio. Upon completion of the reaction, the bright yellow color had disappeared.
How many chemically distinct isomers make up the final product (not counting stereoisomers)?

A)2

B) 16

8

D)4

GPQA, Rein et al. 2024

R, BabyLM Challenge

Sample-efficient pretraining on a developmentally plausible corpus

BabyLM, Warstadt et al. 2023

ARC-AGI-1, Chollet 2019

Konwinski Prize

$1M for the Al that can close 90% of new GitHub issues

Andy Konwinski

0 Classics

Question:

ECI (BGOMAL %N]VC b

RARATES: PAIMYRENVS: NATIONE -

CATVALLAVNA-" AN - XXX
SHTRNARY A'CH T (4T

Here is a representation of a Roman inscription, originally found

on a tombstone. Provide a translation for the Palmyrene script.

A transliteration of the text is provided: RGYN? BT HRY BR °T?
HBL

HLE, Phan et al. 2025

Google
0 (v} I
(v] e
BE Q-
u - A
.
Q Lin.;i"c‘;o:-‘u)-nand. () LINUXSIMPLY :

Top 10 Linux Commands for Newbies

OSWorld, Xie et al. 2024

Chollet 2019, “On the measure of intelligence”; Rein et al. 2024, COLM, “GPQA”; Xie et al. 2024, NeurIPS, “OSWorld”; Phan et al. 2025, “Humanity’s last exam”




Use of Language Technologies
“In the Wild”

What are people actually using LMs for, and how well do they do?

® Private

Random sample of real-world traffic;
all results are illustrative

® Private ¥ Private

Facets Initial clusters

Privatized summaries and
extracted metadata

Conversations

private clusters removed

User: How do I tie my shoes? SUMMARY Tying various knots
I'm 27 and it’s a bit... How to tie shoes -
Assistant: Certainly! Let’s ta... ENGLISH | 5TURNS

Knots for pigtail bows
User: I'm trying to put bows in SUMMARY
my daughter Petunia’s... Help tie bows in )

Assistant: Happy to help. Th... daughter’s hair

Groups of related attributes with

® Visible to analysts

Hierarchical clusters

Clusters audited and grouped
recursively

Daily life skills
[\ Tying various knots
[\ Optimal plant watering

Refrigerator noises

Art and Design

Abstract impressionism

AlpacaEval (805)

Information seeking

Coding & 6% ) )
Debugging Advice seeking
Brainstorming
Role playing
Creative Writing Data Analysis
Editing

Reasoning Planning Math

ArenaHard (500)

Creative
Writing

Information
seeking
Advice seeking

Brainstorming
Role playing

Data Analysis
Editing
Creative Math

Writing peasoning Planning

WildBench (1024)

Codi
0ding & Deh“gging

Information
seeking

Advice seeking
'%G Brainstorming
"?),)' Role playing
?9 Data Analysis

Editin
Planning 9
Math

ENGLISH 12 TURNS
Kerning
User: Can you tell me about SUMMARY Information about rare Controversial fonts
Xenon Deficiency Syndrome.. Information about Xenon genetic conditions 6
. . Deficiency Syndrome o §
Assistant: Here’s what I kno... Xenon Deficiency Syndrome & .
Programming Tasks
ENGLISH 12 TURNS
Numerical simulations
User: Why aren’t these CSS SUMMARY Web\dovel v Web development
nimations working right? Help with CSS animations Socsycopren
animations working right P — = s Version control
Assistant: Let’s debug these... ENGLISH = 5TURNS Cross:browser testing =
Help with CSS animations [\ More clusters
Web accessibility [\
User: Can you help me make SUMMARY
my personal website more... Improving web accessibility
Assistant: Certainly! Let’s ta... ENGLISH 3 TURNS
L] L]
Clio, Tamkin et al. 2024
ol Leaderboard ,
< OpenRouter Top this week ¢
Token usage across models
1 Google: Gemini 2.0 Flash > 267B tokens

Gemini Flash 2.0 offers a significantly faster time to first token (TTFT)...

2 Anthropic: Claude Sonnet 4 >

Claude Sonnet 4 significantly enhances the capabilities of its predec...

3 OpenAl: GPT-40-mini >
’ GPT-40 mini is OpenAl's newest model after [GPT-4 Omni] (/models/...

4 Google: Gemini 2.5 Flash Preview 05-20 >
’ Gemini 2.5 Flash May 20th Checkpoint is Google's state-of-the-art ...

5 Anthropic: Claude 3.7 Sonnet >

Claude 3.7 Sonnet is an advanced large language model with improv...

196B tokens

188B tokens

163B tokens

137B tokens

OpenRouter

WildChat (Zhao et al. 2024), WildBench (Lin et al. 2024)

Arena Overview
Scroll to the right to see full stats of each model ®

First Place Second Place Third Place

Q Model v 206 / 206 Overall Hard Prompts. Coding

gemini-2.5-pro-prev.. 1
gemini-2.5-pro-prev..
03-2025-04-16

® chatgpt-do-latest-2..

gpt-4.5-preview-202..

Creative Writing

FH L MArena

® Default B Compact View v

Instruction Following Longer Query Multi-Turn

i 1

LMArena / Chatbot Arena, Chiang et al. 2024

Data Access Disparity

Proprietary providers benefit the most from
free, open community data.

61.4%

@ Proprietary

Open-Weight
8.9% ® op o

Open Source

Overfitting Risk

Even small amounts of data can lead to relative
performance gains of up to 112% on ArenaHard.

Arena
Scores
Improve

| o=
Data
Access

The Leaderboard Illusion

Policies which benefit a handful
of providers systematically
distort the rankings.

Handpicking Scores

Undisclosed private testing allows providers to
only disclose best score.

* Private Variant

/” ® Public Variant
/N

/ \

Arena Score

Model Removal

64% of silently removed models are open-
weight or open-source.

I -~

Silently Officially
Removed Removed

Singh et al. 2025

Zhao et al. 2024, ICLR, “WildChat”; Lin et al. 2024, “WildBench”; Tamkin et al. 2024, “Clio”, Chiang et al. 2024, ICML, “Chatbot Arena”; Singh et al. 2025, “The leaaderboard illusion”



Distributional Model Evaluation (;

e What are the properties of the
outputs models produce in
general?

e Consistency: when evaluating
models on the same task (or
variations of it) multiple times,
how consistent is its
behavior?

o Diversity: do the outputs
models generate have the
same distributional properties
as human language?

Modified separator Modified spacing between fields

: < >
Passage:<text> Passage: <text Passage: <text> Answer: <text>
Answer:<text> Answer: <text>

Modified separator and spacing

Modified casing

PASSAGE <text> [Passage <text> Answer <text>]

B ANSWER <text> PASSAGE: <text>

- ANSWER: <text>

TaéL(Accuracy R v

L S 0 ttteeeeaailll..., "-.A A A 1

—o [-O ~O—=)—O0—0 |

o 0.036 Performance Spread Among Plausible Formats 0.804 1
Sclar et al. 2024

A->B B>A

X

Berglund et al. 2024

[_] How about the name Silver Mist?

[_] How about the name
“Silvermist”?

[_] How about “Silvermist”?
[] How about “Luna Cascade”?
[_] How about “Luna Mist”?

Suggest a name for
a dappled-gray filly

living in the
mountains.

Zhang et al. 2025

Sclar et al. 2024, ICLR, “Quantifying language models’ sensitivity to spurious features in prompt design”; Berglund et al. 2024, ICLR, “The reversal curse”; Zhang et al. 2025,

“NoveltyBench”




Pitfall:
Dataset Contamination

Before pretrained models, nearly all datasets
came with splits, assumed to be IID:

Development data
For performing
ablations, choosing
hyperparameters, etc.

Training data
For updating model parameters directly

Test data
For estimating
Validation data performance on the

éé 7
For deciding when to real” task
stop training




Pitfall:
Dataset Contamination

Dataset contamination occurs when actual test data is used in
any of the previous splits (no longer IID). Why is this bad?

Development data
For performing
ablations, choosing
hyperparameters, etc.

Training data
For updating model parameters directly

Test data
For estimating
Validation data performance on the

éé 7
For deciding when to real” task
stop training




Pitfall:
Dataset Contamination

After pre-training for multi-task models, it
becomes especially problematic

Development tasks
For performing
ablations, choosing

_ hyperparameters, etc.
Training data

Models might memorize test
data that happens to be

in their pretraining dataset!
Test tasks

For estimating
performance on the
“real” task




Pitfall:
Spurious Correlations

Does the benchmark actually evaluate what we want it to?

What color
is the - Yellow

banana?

Correct 80% of the
time without looking
at an image!

e® Learned a spurious correlation that gives the model high
accuracy: bananas are yellow

e Doesn't actually test visual understanding

Agrawal et al. 2018, CVPR, “Don’t just assume; look and answer”



Pitfall:
Defining “Human Performance”

Al has surpassed humans at a number of tasks and the rate at
which humans are being surpassed at new tasks is increasing

State-of-the-art Al performance on benchmarks, relative to human performance
Image recognition @ Reading comprehension

Grade school math ¢ Code generation

@ Handwriting recognition @@ Speech recognition

@ Language understanding @9 Common sense completion

Human perfomance = 100%

2018 2020 2022

1998 2000 2002 2004 2006 2008 20710 2012 20714 2016

For each benchmark, the maximally performing baseline reported in the benchmark paper is taken as the “starting point
which is set at 0%. Human performance number is set at 100%. Handwriting recognition = MNIST, Language
understanding = GLUE, Image recognition = ImageNet, Reading comprehension = SQuUAD 1.1, Reading comprehension =
SQuAD 2.0, Speech recognition = Switchboard, Grade school math = GSK8k, Common sense completion = HellaSwag,

Code generation = HumankEval.
' - ContextualAl TIME




Pitfall:
Defining “Human Performance” il

W h o t h h o 66 h Organic Chemistry
o 1 s e u m a n 1 n u m a n Methylcyclopentadiene (which exists as a fluxional mixture of isomers) was allowed to react with methyl isoamyl ketone
and a catalytic amount of pyrrolidine. A bright yellow, cross-conjugated polyalkenyl hydrocarbon product formed (as
f 9 7 a mixture of isomers), with water as a side product. These products are derivatives of fulvene. This product was then
pe r o r m a n ce °® allowed to react with ethyl acrylate in a 1:1 ratio. Upon completion of the reaction, the bright yellow color had disappeared.
How many chemically distinct isomers make up the final product (not counting stereoisomers)?
A)2
B) 16
[ ] [ ] [ ] C) 8
e Are they incentivized to D)4
perfOrm well? GPQA, Rein et al. 2024
[ ]
: 1. Write a question, including possible multiple
e Do they have the required 4 ’ J

; " choice answers and an explanation of the answer
expertise:
2. Get expert #1 to validate by having them answer
the question and suggest revisions

3. Revise the question given feedback
4.  Get expert #2 to validate again

5. Get 3x non-expert (experts in other domains) to
attempt to answer the question by allowing
Google searches

Keep questions where both experts agree, and at most
1 non-experts can answer the question correctly with
Google

Tedeschi et al. 2023, ACL, “What’s the meaning of superhuman performance in today’s NLU?”; Rein et al. 2024, COLM, “GPQA”



Pitfall:
Defining “Human Performance”

“Gold” label:

Is the task actually evaluable?

e Is there an objectively correct
label?

What color should we make

Human performance:
12/20 = 60%

our Berkeley t-shirts?

20 annotators

e Do annotators disagree? If so,
. ) Task: Label offensive text
hOW are We prOceSS]ng the]r Text: “Women should just stay in the
disagreements? e

‘ Aggregate label:

Fleisig et al. 2023

Tedeschi et al. 2023, ACL, “What’s the meaning of superhuman performance in today’s NLU?”; Fleisig et al. 2023, EMNLP, “When the majority is wrong”



Pitfall:
Defining “Human Performance” mm

Do they match human performance in dimensions other than
average single-instance performance?

e Consistency?
e Explainability?

e Generalizability?

Tedeschi et al. 2023, ACL, “What’s the meaning of superhuman performance in today’s NLU?”



Pitfall:
The Long-Tail Paradox

e Which of the following words is most rare?
myriad, solipsist, anachronistic, apricate

e Can you think of a rarer word than these? (Check in the Google Books Ngram
Viewer)

e LLMs can look really impressive when we are trying to challenge them with
tricks, but maybe this is because we're bad at coming up with long-tail (rare)
challenging tasks out of the blue!

e Can seem even more impressive when the task is unverifiable, and any model
response could satisfy you!

“People... are easily fooled into reading structure into chaos,
reading meaning into nonsense... how much different is
interpreting non sequitur as whimsical conversation? ... a test
based on fooling people is confoundingly simple to pass”

—Stuart Shieber, “Lessons from a restricted Turing test”

Example from Hal Daumé III


https://books.google.com/ngrams/graph?content=myriad,+solipsist,+anachronistic,+apricate&year_start=1800&year_end=2022&corpus=en&smoothing=3
https://books.google.com/ngrams/graph?content=myriad,+solipsist,+anachronistic,+apricate&year_start=1800&year_end=2022&corpus=en&smoothing=3

Zooming Out:
The Role of Language Technologies mm

e What is their intended use?
e Keeping users engaged?
e Interacting with users as little as possible?

e What kinds of users?

e How does this influence their design?
e Their interface
e The underlying model

e The assumptions they are making



Zooming Out:
The Role of Language Technologies mm

e How are they actually used?
e Where do they fail?

e How do users adapt to failures?

e What other considerations should we make in deployment?
e Resource utilization and efficiency

e Fairness, ethics, and social impact



Assignment 1:
Evaluating Language Technologies mm

e Implement 4 fundamental tasks and evaluation metrics for
language technologies

e Classification
e Automatic speech recognition
e Machine translation

e Open-ended text generation
e Evaluate and perform error analysis on some LLMs

e Bonus: design your own task and eval!



