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Communication

e How does Person A know which utterance to send to
Person B?

e The utterance should be surprising in some way, to
convey information Person A thinks is new to Person B

e But it shouldn’t be too surprising, or else Person B
would struggle to understand anything

e A communication system is a set of expectations that we
maintain on the intentional behavior of others in the world,
where behavior that breaks these expectations is
interpreted as a recruitment towards some other’s goal




Language

Emoji are not (very) arbitrary,
Human language is but they can be composed into

compositionally productive. entirely new meanings.

Language 1s built on multiple levels o909
of continuous signals and discrete SO800886

abstractions, which supports: L8080
Construction and understanding 08066586048
o
. . SEOOBBHEYITIO
of entirely novel meanings Y Y
e Sharing increasingly abstract 08N
Concepts W]th one another (e.g.’ Android 7.0 Nougat emoji, from Emojipedia
. |
past events and hypothetical e
futures; language itself) U - lh-vie
e Language change over time &M;Q‘”)
:,'_"(L:' ;j;;;m *- | “Book from the Ground”,
mE, 7, EE(= 1919121919 Xu Bing




Language

. Traffic signaling is not compositional,
Human language 1s mostly but the design is arbitrary.

arbitrary. The relationship g
between linguistic units and their
use does not come a priori, which
implies:

—
Federal Highway Wikipedia
Administration (Emmacedmonds)

e \We must learn language
through experience

\‘
)
i

e Utterances may, and often do,
have multiple interpretations in
different contexts (ambiguity)

BARB

e Language users can influence
what meanings forms take

Wikipedia (Ikar.us) Wikipedia (F2UL\3 )



Phonemes/

Linguistic Units
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Chinese stroke primitives,
from Jiang et al. 2024

Jiang et al. 2024, CogSci, Finding structure in logographic writing with library learning



Linguistic Units

BB AWE 3t psctey 1Y G
Ba BrY G B'B.Y DA™ By Byt
G> N5X  [J/CHCY XX E Br WV
By L*# XX

@i ou
1@ ®U ASL mouth morphemes
x 3 oe Large (CHA) and Small (00)
@ learnhowtosign.com
or 9
e
. Adverb

N

Adjective Affix

e U BV
) LT ) e fan
L "7 "< "1 7L 7L /\ . — "anti-"
L LT LT Affix Adjective
ST S B TR fan kong
— Verb/\Affix « R B [R#] — "anti-terror"
fan jiaoquande
e = M W [REMERY] — "anti-clerical"

in  depend ent ly fan faxist

Morphemes o % EFUHR [[RIEFEHT] — "anti-fascist"

k J MLexe me 9 Wikipedia (Annie Yang) Wikipedia
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Linguistic Units

& A

“language” in ASL
lifeprint.com

ajar = to teach

ajari = to teach (imperative, locative)

ajarilah = to teach (jussive, locative)

ajarkan = to teach (imperative, causative/applicative)
ajarkanlah = to teach (jussive, causative/applicative)
ajarlah = to teach (jussive, active)

ajaran = teachings

belajar = to learn (intransitive, active)

diajar = to be taught (intransitive)

diajari = to be taught (transitive, locative)

diajarkan = to be taught (transitive, causative/applicative)
dipelajari = to be studied (locative)

dipelajarkan = to be studied (causative/applicative)

mempelajari = to study (locative)

indicative
singular plural
ich fege wir fegen
present du fegst ihr fegt
er fegt sie fegen
ich fegte wir fegten
preterite du fegtest ihr fegtet
er fegte sie fegten
. . feg (du) :
imperative () fegt (ihr)

\_ Words /

conjugation of German
“fegen” (to sweep)

(Wiktionary)

Indonesian “ajar” (to teach)
with affixes
(Wikipedia)
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Linguistic Units

/ (a) S
NP VP
NP
Pro V Det Noun
| shot an

¢clephant in

(b S
NP VP
NP
PP NP ‘I’I'
NP NP
P Poss Noun Pro V Det Noun P Poss Noun
my pajamas I shot an c¢lephant in my pajamas

Constituents

UPhrasey

syntactic ambiguity,
from UBC CPSC522

punct
nsubj:pass obl»
(NOUN: [PRONz [ €XPlpass UNvERB:) [ADPT**® {NOUN: TﬁPUN

—~—

queTo

npecne,qBau.le ot

KOTKaTa

nsubj:pass punct
[NOUN: | [AUX: [“**P#**\VERB: ¥ °°"[NOUN: ) PUNCT
— —— o ockou i

Pes byl honén

kockou

punct

case

[NOUN: P VeR®: /

Hunden jagades av

) Yo

katten

Universal Dependencies
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Linguistic Units

7

+7
B

&5 (YouTube)

The one person can walk
um controls like't

N\ NS
rotigh it while the othEriperson
e'uh -- the outside part. :

Portal 2 dialogues

JOmaa meiuka Posa momemna TOONMYIO TIeCeHKY U Te-
gepb BCJIYHIMBATACH, RAK TAsIIO HX0 MOCACTHUX 3BYKOB.
Posa OBbLIA JIOBOJIBHA CODOI: HAKOHEN-TO OHA HAIILIA Me-
¢10, OTKYA2 MOPe OTJIMYHO MpOocMaTpuBasioch. Beuepeino,
JIydH COJIHII, 3aXOJISIIErO 3a ee CIMHOM, ORPACKIIN BOAY
p 30JOTHCTHIA ¥ OarpoBuIil 1BeTA.

— Areit, Po3a, noxamyiite-ka ysxunars. He pias Toro
g erapajics, YTOOBI BCE 9TO Tereps IPOCTHIIO, 3HAUMUTCH. .
10 ecth orchipesio. Her yix, mynxu!

Coytank Posel, kKpor I'pymym, mpusbiBHO moMaxall ei
namoit. MBIIIKA IOAONIIA K MAJIEHBROMY KOCTEPKY, Ha KO-
TOPOM OH CTPSIIAJ, ¥ MPUHIOXAIIACh:

— Oro, JEIeNIKA U3 IUKOTO OBca U CyI U3 3eleHn!

[pyMM yIBIOHYJICA, OTYEro ero GapxaTHas MOPIOYKA
CMOPITAJIACH, ¥ TIOMAXaJjl MaJIeHbKOM MOBAPEIIKON, KOTO-
pYIO BCErfia HOCHII 33 HOACOM garogobue Meva:

— Capmuch, OTBElAll CYIMUUKY.

Po3a B3fJa TIy0OKYIO PAKOBUHY MOPCKOTO TpefeIKa,
HAMOJHEHHYIO0 apoMaTHBIM cynom. [lomoxus cBOIO JIe-
NEeMKY Ha IUIOCKUH KaMeHb Y KOCTA, yT00BI T HE 0C-
THIIA, MBIMIKA OTXJIEOHYJA Cyla M IMOKavaa TOJIOBOM:

— T xysie crapoit HsaubRy, [pyyy RanaBRuHC. Brioch
06 sakyaj, eciw Obl A TO3BOJMIA, THL ObI MEHs W CIATh
YRIA[BIBAJ, X HA HOUB DAIOKAL.

[epen mocom Po3bl 3aMasumia MOBapelika.

— Tar uro jxe Tebe, cIaTh, HTO CaMoe... 1 HE Ha00HO
BOBCe, Tak, uro Jm? lIpemcranb, 9TO faTIOMKa TBOH CKa-
JKET, ecau A Tebs JOMOM LOCTABIIO BCIO YCTAIYIO TAKYIO
Aa TOJIONHY0, a?

Utterances/

Qentencey

senfences in a Russian book
(reddit)
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Linguistic Units

B EAE NEWS gt

vagt N6 uvsai Fude FEz  IuEd

d9% feg et &% gfom™ AT
ST, wigg Aarg ‘9 A 3% fafim
3T ot I mA?

€ gerar Ifenwm WA A EBAAE 3, 24 Het § It FEgare '3 udue T Ml
Ud 24 He § RS 12:15 <4, 99t 32 I & wara 3 Avgart ams e

640 Jeaat § 8 I It 7S AN 184 Hica Fr M FHt €A N HE 3 FaT Bfamm
A< 194t 7ITH ot 3 38 At Hig dus-UeH e Ht 37 feg 3aaHls 26 farct 3a
g o whi

gt 3¢ Sfimid 3 393 333 I § g I Bet 34 fET Hh o &
fearaat et feq geret Aom < Hae Hh fen €9 Iradt Ao BAr3Td gIET fapHr
»3 I3 39 Aeq <9 f5are &a

gt 7S AT S 24 Het S BH § g9 Iaw | 131 | 7w, e eR R AIua
»3 wrEh S H FATST, § 79T fS9 He9 24 B § gu8T BEt 3 famm
YEPR ST H HATST HTH 7 @0 Udfonr, 7 fa v e | A3UTT 973 8 <1 Ud9
Afel

Tye-UaHt Hars, 7 vH 39 '3 1 96 & 5g Je7 3, fen A 24 Het § ug Jfenr Hh

fer et AiEa € HAH yarg Hh

YIS T T AOHS JIT Tl 9= 74.08 fadied Yt dier (40 ae) € g3
&% 291 9t Hl AT €9 937 73 9ea9 39 99 Fal feR F19% 913 § AT 3T
YJ9S HHa® J faar H"

o &9 AeTg 24 81 S5, 21 § ER T3 fag T fait wa@< He € guT fonr famm
faBfa 7o '3 mia & 4257 AE W3 A Yt 39 T &t Shmr f, fer Bt wow
2 WHed, WY it w3 mofea fesfietvig gem arawt & 3ud 9136 w3 mfedt <t
feararat a9s set 7ow '3 f T

35t 3 39t 32 Imia w3 Ioht 75 Ao & fegamat I wow ‘v ff I3 fasreh

BBC News in Punjabi

12
13
14
15
16
17
18
19
20
21
22
23
24

25

CHAIR EID: Thank you.

Does the Committee

have any questions? I do not see any. Thank you so

much for your presentation today.

MS. RESNIK: We appreciate your time and

that you enabled us all to offer comments.
thanks.

CHAIR EID: Thank you.

Many

All right. We are now going to turn to

Carter Phillips, and we have now moved to Rule 29

comments.

MR. PHILLIPS: Judge Eid, can you see me and

hear me okay?

CHAIR EID: Yes, thank you.

MR. PHILLIPS: Okay. I apologize. It

US Supreme Court

Portal 2 dialogues

Discourse/
Dialogue
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Linguistic Units

B[ NEWS dret
(a) S wagt @NG vsa Auw gz awgd
B AN 31 nsctey 3ve vGY
BaBr\Y  G* B'BY DA™ Bo Bpt NP ve 95 o9 gnfest &% Ifom Aa=
NEX CNCY XE Br WV NP S, wigg wag ‘v A 3T faftout
R . 3t &t I miHa?
L® XX E NP PP

Stokoe notation of ASL

NP oo

&% T e AT TABHRE 3, 24 4 § 79 e '3 e A
G 24 4 § W2 12:15 <R, T S o w3 e e s wh

JPro V Det Noun P Poss Noun

640 F25at & B @ It 7R W 184 Mtea Fur Al b EATE 3 S Sfm
718 rad 7w ot 2 38 wiedh s Swe-dai iee i 3t feg Faadlts 26 feardt 3
99 famim

I shot an e¢lephant in my pajamas

“ ” »
language” in ASL - TEEB— R
1 1 (b S o S o & 353 33 7T § v T w3 0 o s
llfe,Qrmt-Com H¥ H¥§ (YOUTube) forar e i e e < g A o S e S g

3 73 3% wires e fare ST

I N} Vi

a7 Bt & 24 W S A s v g 31 2 I, RS ST
3 W S, & e G 7 24 Bt § Ew@e weh o fa
ST BTSN EH 7 2 3, 7 B bR AT T 8 T
e

indicative

ASL mouth morphemes singular plural

10 .
“i 3\ oe Large (CHA) and Small (00) I - " 73
)

Hue-Uaf wrows, 7 38 '3 1 75 § Y 39 9, fem A 24 eh & g e A
fom e A e A

R T @ AU WA W B e B DA § S A
\Ehas TS e i e o e 7408 fies i e (s0 )  aEar
7 = o i 9 3 A2 39 99 A o e 719 & o 3

learnhowtosign.com ol S fegen E

ich fegte wir fegten

Pro V Det Noun P Poss Noun

preterite du fegtest ihr fegtet S s 3 frr
Adverb er fegte sie fegten ) o .
N I shot an e¢lephantin my pajama Ln N I g RS 24 B 9 21 § GRS g T e e 2w fe oo
feg (du) . . erson can walkithrotigh it hile the otiETpet 1B o 3 v & 4289 7e id T 99 ¢t St ), fet et w
imperative G () fegt (ihr) um controls like'the Uh -- the outsidejpart. 2 g, i ferfieiia w3 RO fEsfiaia Sam araw & BUT T W wiedt €

- _v - - ; syntactic ambiguity, : o a5 2 a3 2
GA English vowels Adjective it conjugation of German from UBC CPSC522 Portal 2 5 7 3 o v 7t 7 i v 919 e

“ ” — - . . .
N fegen” (to sweep) JOmaft MBIIKA Posa foriems suoiniyio necercy i 1e- BBC News in Punjabi
Affix Adjective pieph BCILYIIMBAJACk, KAK TAfI0 9X0 MOCIIEHUX 3BYKOB.
y y Posa OblIA OBOMBHA COBOI: HAKOHEN-TO OHA HAIIIA Me-
,/\\ (Wlktlonal’y) 10, OTKYZIA MOPe OTIUYHO npocMaTpipasiocs. Beuepedo,
Verb Affix Jiyds CONHIA, 3aXOJIAIIEr0 3a ee CIMHOI, ORPACHIN BOLY
3 30J0THCTBIN 1 GarpoBsi usera.
T N " s P D — 9reii, Po3a, nosamnyiire-ra yxunars. He aas Toro
— \ = I / N 4 CTAATICA, UTOOBL BCE HTO Temepb MPOCTHUIO, SHAUNTCA...
in  depend ent ly lajar = to teach pmm 10 ecth orchipesto. Her yux, mymmul '
WG X6 ™ sp HG - . " . Cryrank Poser, kpor I'pymy, mpuseisro momaxal eif
) L ,X J ) - Fari = to teach (mperative, locative) \m'/- sanioit. MBIIIKA MOMIONLTA K MaJIeHBKOMY KOCTEPKY, Ha KO-
iaril = i i i Ky‘—IETO ce npecnegaau.le OT KGTKaTB ! 3
lajarilah = to teach (jussive, locative) 7TOPOM OH CTPATIAJ, I IPHHIOXATIACK:
&1 ED £ & & o . . . 3 X . . - — Oro, JIenemRa u3 I:lmmm oBca u oyn m3 xenel-m‘ Portal 2 d’alogues
L "7 "< "1 L1 Wikipedia (Annie Yang) arkan = o teach (imperative, causative/applicative) —\_/——\ G Ak R e e
lPUNCT) it 0¥} KOTO- CHAIR EID: Thank you. Does the Committee
R . _ - " - I ER CMODIIATIACH, M TIOMAXAJl MATeHBKOI HoBapeNIKofi, KOTO
o L L e Z \_‘ e —[_ " -L to teach (jussive, causative/applicative) kogkou ! PYIO BCerjia HOCHI 32 IOACOM Hanoo0me Meva: have any questions? I do not see any. Thank you so
lajarlah = to teach (jussive, active) — Capuch, OTBeJAll CYMUURY. much for your presentation today.
5 " punct Po: GOKYIO PAKOBHHY MOPCKOTO Tpefemia,
522 HZW el HZWG 444 x Py . 033 B35 TIYOORYIO P y Moy . e appreci. ur time an
L] —L —J Ij ’ 1[ fan jajaran = teachings m"”s“"‘ pass case % HATIOJHEHHYI0 apoMaTHENM cymoM. [lozoykun ¢BoI0. Je- MS. RESNIK: We appreciate your time and
& — "anti-" ) ) . ) i KaMeHb y KOCTPA, WTOOBL Ta He 0C- that you enabled us all to offer comments. Many
fpelajar = to learn (intransitive, active) Hunden Jagades av katten | TIEMIRY HA ILTOCKHY
LS o B —5 zze } List fan kE)ng THUTA, MBIIKA OTXJICOHYTA CYNa  NOKAuaJia roJoBoii: thanks.
diajar = to be taught (intransitive) . . i T s, Tpymy Kanasrusic. Berock _ - »
il ‘B Xyse crapoit mHbRi, Ipyy CHAIR EID: Thank you.
sere o & B[R] — "anti-terror" oI, THI OBI M 1 CHATh
B[R  iaari - 10 be taugh (ransive, ocative) Universal Dependencies 06 s, oo Gt 3 oo s vs v 1o
Ch o t k o t S fan Jlaoquande VRIaZBIBAT, 1 HA HOUb OAI0KAT. Carter Phillip . ) 1 o mare 26
m . . iai _ - " - N Monaperaa! Carter Phillips, and we have now moved to Rule 29
inese Sstroke ,OI’I 1 IVGS, o MM [REUHER] — "anti-clerical" ldiajarkan = to be taught (transitive, causative/applicative) He|z;n HOCOM Po[sex?ea::»:;:’M;U (Mmle i X I
x P— ” P " " — lax uro xe N
from Jian et a[ 2@24 fén faxist dipelajari = to be studied (locative) nonce, Tax, wro am? Tlpeiorans, 10 GATIONIKA THOTi CKa- 2 MR. PHILLIPS: Judge Eid, can you see me and
. 3 b — "anti-f ist" L " " -~ 5 s i moc CI0 YCTATYIO TARYIO
g o R TR [RIAFHR anti-fascist ldipelajarkan = to be studied (causative/applicative) JHeT, eca i Teﬁ;? JIOMOii JIOCTABIIIO BCIO YCTANY! v hear me akay?
50 . Imempelajari = to study (locative) — CHME 10z dea, Ehank you
Wikipedia sl y sentences in a Russian book ; Vi, BHILLIPS: Okay. T apologize. It

Indonesian “ajar” (to teach) (reddit) US Supreme Court

Phonemes/| Morphemes wimery | |CONstituents| |Utterances/ | WDV
Graphemej \/Lexemes/ \_Words /J \ /Phrases / \Sentences/ @BEIlJe[V
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Language Use: Generation /‘\
/" context c

/ utterance 7, \
previous

utterances
\ {70, Tn—1) U/ e |

“Can you hand me
the suitcase?”

fs (mv C)

//7 speaker

intention / meaning m

\_ /



https://aslgames.azurewebsites.net/wiki/?targetArticle=5177&targetName=Communication

Language Use: Understanding /‘\
/" context c

previous

utterances K speaker x
wf(), ey D) J . ) .

intention / meaning m

f utterance 7, f1(Z, ¢)

g ) :
— e O
“Can you hand me K o j

the suitcase?”

“Human communication is unique for its extensive use of
abstract language.” From ASL STEM Wiki, Yin et al. 2024



https://aslgames.azurewebsites.net/wiki/?targetArticle=5177&targetName=Communication

Language Modeling

Modeling the expectations we have over utterances we encounter

e How can we find structure in continuous signals like speech?
e What words are more frequent vs. rare?

e What combinations of words are more likely vs. unlikely?

e What sequences of utterances are plausible vs. implausible?

e How likely is it for certain words (or combinations of words) to
appear alongside different contexts vs. others?



Language Modeling mm

Modeling language use

e Given an goal and a context, what utterance optimally
achieves this goal?

e Given an utterance and a context, what does the utterance
mean, and what should you do in response?



Language Modeling mm

What we might get for free: information and structure

e How do the statistics of language use reflect the structure
of the real world, e.g.,, commonsense, factual knowledge,

etc.?

e How can we use language to scaffold structured processes,
e.g., reasoning, programming, planning?



Core Challenges 1n
Modeling Language m

e Form is arbitrary; meaning is context-dependent
e Learning requires a significant amount of data/experience

e Languages are diverse, and change over time



Arbitrariness and Ambiguity m

When context is not fully specified,
the same form can have different interpretations.
We can design language representations
that disambiguate between possible interpretations.

| I'd like to buy
a muffin with

| chocolate chips. [f, %=

Sorry, we only

take cash.

example from Yoav Artzi

¥\

I'd like to buy a muffin with chocolate chips

—



Arbitrariness and Ambiguity m

When context is not fully specified,
the same form can have different interpretations.
We can design language representations
that disambiguate between possible interpretations.

Please could you go to

| the shop and geta '
| carton of milk, if they
have avocados get six - . ‘ -

TS |

Please could you go to the shop and get
a carton of milk, if they have avocados

get six{

They had
avocados.

. A %
example from Yoav Artzi



Arbitrariness and Ambiguity

When context is not fully specified,
the same form can have different interpretations.
We can design language representations
that disambiguate between possible interpretations.

Candidate ~ %9 ' [

How do you think
we keep the cars
here so shiny?

B Y SheiR

\ e

Ok sir, next can you |
tell me a little about
your background.

Sorry sir, Jak myslisz,
jak trzymamysamochody
tutaj tak btyszczgce?

example from Yoav Artzi example from Yoav Artzi




Learning Sparsity

Long-tail (“Zipfian”) distribution of wordtypes
(from Portal 2 dialogues)

Word Frequency Distribution - Linear Scale
5000
4000 A &
Y
> 3000
5 . We might see some
s .
] 3 words only once or twice
2000
X
&o
S
1000 ‘&M
\Q§
i’b\)@(\ 3 &
gz}\ X \\ ’50 \,e [
\Z’@ P & SO & o & & ° Si
9 @ X QO Xy S K . O
0 %\Vb«&b QQ,Q\ (,’8\ & Q;\ \o& @\\\ Q@Q v@\\ o§ (\,oo ™S lb@c \)(\0\
0 500 1000 1500 2000 2500
Word Rank




Learning Sparsity

Long-tail (“Zipfian”) distribution of wordtypes
(from Portal 2 dialogues)

Word Frequency Distribution - Log-Log Scale

Inflectional variation can
create more rare words

We might see some
words only once or twice

Verb |[edit]

articulate (third-person singular simple present articulates, present participle articulating, simple past and past participle

articulated)
Derived terms [edit]

e articulable e articulatory e malarticulate

o articulatability e coarticulate * misarticulate

e articulatable e dearticulate e overarticulate

articulative disarticulate rearticulate °) [«
) ° [ 6 A@‘(})\%O
e articulator e exarticulate e underarticulate S (\0*
= AN OARNY
10" -
L T T T T T T T T T T T T T T T T T T T T T T
10° 10! 102 103
Word Rank (log scale)




Learning Sparsity 1

Long-tail (“Zipfian”) distribution of wordtypes
(from Portal 2 dialogues)

Compositionality results in We can create new words in

O = Word Frequency Distribution - Log-Log §
exponentially many possible auency 9709 new contexts
utterances! . -
£ B Words appearing once:
2 L0 @ . . .
S ‘“?’\\\L@Q’Qo @ 5, mainly, movies, voiceover, recently,
103 ; s Qo@* & destroying, rash, staff, counter-strike,
] \’o(, 60*%00 freedom, stopping, changed, trench,
O
A N N unfroze, march, party, relevant,
° . ° © \,Q 1
Inflectional variation can T & crosses, sneak, downstairs, lady,
\z&& S winnable, locked, pr, partially, portally,
(o) . o o .
create more rare words &“@@ cynical, straightforward, regret, aiming,
— ” f:@} p aggressive, boys, travels, ey, steeEc),
“ > & | collusion, traps, perception, anti-fall
Q ] 9 9 9
articulate (third-person singular simple present articulates, present participle articulating, simple past and past participle N ,OAQ b d d l. . d d
artioulated) < somebody, saved, lying, crowded,
Derived terms [ ] greatest, summon, photos, analysis,
e articulable e articulatory e malarticulate Jumper, Stomp, regenerate, depth,
o articulatability e coarticulate e misarticulate portaled’ recal_ibrate, Shorter’
. artfculat'able . dfaarti'culate . over;.articulate UnSOlvabl.e, deadaSS, ripe, non—l‘ed,
e articulative e disarticulate e rearticulate . .
e articulator o exarticulate e underarticulate metabOllsm, refleCtlony con neCtor---
100 - ——
10 S o 1

Word Rank (log scale)




Learning Sparsity

Language statistics vary significantly
depending on context of use

I hmmhmqum im huh  or something yeah y i mean anyway xill guesshy YoU know  ohyes { know fiiandto Top talk
S _ g uhhuh . . distorted , what else uh | . hey okay , 4q mm neat totallydon ah stuff fly , of uhhuh
S | & 2908°8° §h| Y shed orabbi ¢ * _ 8 S 3 ) LR 0. s 3 ’ the
- L;&_) hows b o ..oo -~ ‘e &‘ ©e :‘ ° . o{‘ 1. { N-bo‘ ; ‘o 0“ .‘ " "k d may hm
. NG A, ber e & delg e D PV Nenduial state mhm
= hows your *9% o ‘ » » o® o c |
*theyvg been ab[y ’ : g ” hh
doing anything X : o upon wow
o Sits tr ' Blok }‘Ws o oo JhOWEVEr im going
© at noon
2 ] pouring um
> w
< l b ik
fragile . #.““{‘5 .‘..thus yeah
tents  gieak ; d'CV neo t -
wliesin knit'K e - o British English s American English s
. wart ists
tOWerlng vacan K . . . .
€ pratt dwight S yang {| not touch something with a bargepole not touch something with a ten-foot pole
] bronze feeds blade osse h
o - .
%, meters carrier mannedpplasma d | sweep under the carpet sweep under the rug”
S |
Infrequent touch wood knock on wood
. (can't) see the wood for the trees (can't) see the forest for the trees
Figure 3: Words and phrases charaf , , _—
put a spanner in the works throw a (monkey) wrench in(to) (a situation)

to put (or stick) your oar inl2°]
but it won't make a ha'porth of difference!?'] to put your two cents (or two cents' worth) in2?]
to put your two penn‘orth (or tuppence worth) in

skeleton in the cupboard skeleton in the closet

a home from home a home away from home

Wikipedia

Dingemanse and Liesenfeld 2022, ACL, “From text to talk”
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Language Diversity and

Language Change

Languages differ greatly from one
another, and language is constantly

changing as it's being used

/\‘ . .../AB §‘\.\ \
BRI o - .\'537 \\
Vi i 1.2B total speakers, virtually no
10° 10" 102 10 104 105 10° 10’ available data for building
UabEied Gaea (og) language technologies
Class 5 Example Languages #Langs | #Speakers | % of Total Langs
0 Dahalo, Warlpiri, Popoloca, Wallisian, Bora 2191 < 1.2B > 88.38%
1 Cherokee, Fijian, Greenlandic, Bhojpuri, Navajo 222 30M 5.49%
2 Zulu, Konkani, Lao, Maltese, Irish 19 5. M 0.36%
3 Indonesian, Ukranian, Cebuano, Afrikaans, Hebrew 28 1.8B 4.42%
4 Russian, Hungarian, Vietnamese, Dutch, Korean 18 2.2B 1.07%
5 English, Spanish, German, Japanese, French 7 2.5B 0.28%

The TikTok Slang exclusive to Gen Z

SMH
TfW

Bet
1B

Papa
Stan
Drip

Periodt

Hits different —

Vibe check
i

iacn EYP
~ Simp
oo Karen
- Shadowbanned
= o B Looted
20020 k Shade
| Heather
{ August

oooooooo

Cap

Caught in 4k Fe
Bussin’

Hae April

Hot girl summer
Sneaky link oo
Sheesh

Cheugy

HGS
June
Glow up i

2021

Face card

Go little rockstar
De:

Joshi et al. 2020, ACL “The state and fate of linguistic diversity and inclusion in the NLP world”




Addressing these Challenges m%

: | 4.2 s 10100
NNP___ S =S oan 3.9
\P%‘—\/ w \\ 3.6 § Approach 2:
v e 3.3-;) scale up
NN ° .
—— 301 @ learning with
o = 2T more data

Dataset Size

Approach 1: design explicit tokens

Kaplan et al. 2020

models based on our theory : :
of the phenomena fovizd Chinebla L i

Feature Configuration Accuracy é
n-gram length %

2§n§5 ................................................................... 6 582 ........ 2 1e+09 1 Human upper bound
2<n<4 65.22 = :

B €350 é e e bound
Counting Relations 2
w/o greater-than-or-equal relation 67.13

“wlo equality relation i 16+06 -

_Wlo count-based features | 5753 : :
w/o property-based features 66.45 5 10 15 20

Suhr et al. 2017 Age (years)

Frank 2023

Suhr et al. 2017, ACL, “A corpus of natural language for visual reasoning”; Kaplan et al. 2020, “Scaling laws for neural language models”
Frank 2023, Trends in CogSci, “Bridging the data gap between children and large language models”



Multiple Perspectives mﬁ

e Linguistics

e Cognitive science

e Neuroscience

e Psychology

e Sociology

e Political science
o Literature

e Philosophy

e Etc...



Language Technologies m

“methods of how computer programs or electronic
devices can analyze, produce, modify, or respond
to human texts and speech” (Wikipedia)



Data Analysis

Linguistic Text and Data
Analysis Analysis

(1) a. The cats annoy Tim. (grammatical) power ) power
. . +agency
b. *The cats annoys Tim. (ungrammatical) _
The man with the roses beckons Irene forward.
BLiMP benchmark, Warstadt et al. 2023 power A powery
+ agency
Impossible Another man steps in behind her, trapping her...
T S EEEEEE—
i + agenc,
Unablated 70% Random Word _: I;revetr_SIble {\ agency
BabyLM AANN Accuracy Shuffles ﬂ/ X . )
She slices upwards with a razor-sharp knife...
(" Lacking ) The move ends with Irene's finger over her own mouth...
Local Shuffles ——e Informa_tion f\— agency l_.'.] “ .. there was no doll with black hair, let alone a face
- remove Locality that looked anything like Monique’s. Ed Lim had gone
e fami He obeys, eyes bulging. to four different toy stores searching for a Chinese doll;
e family spent a 47% . Unnatural h i i
I L —> —> e would have bought it for his daughter, whatever the
beautiful five days in... Reversed Strings ——® g ghter,
e ds AMNN Accuracy Word Orders Sap et al. 2017 price, but no such thing existed. ..
- (ﬁ .
Count-based Lacking LDA topic model
. . 43% Grammar Rules Hierarchical white, hair, black, dress, blue
X The family spent a 1 Structure
\ beautiful five days in... A7 AN Accuracy - . .
/7 N TR Abstractive Retelling, e.g. Llama 3.1 8B's description
V1 ., replace —>» Attested Hierarchically S—— Procrastinating
‘ ~ 7% Languages Structured ) FCEERtRe .g “This passage revolves around the theme of
N cura o representation and identity, specifically the lack
Possible of dolls that reflect the protagonist's daughter's
T Kallini et al. 2024 Proceestneting ethnic background. .
H : The family spent a y having fun
: beautiful five days in... LDA tOpiC model
yoTeT 1 remove —> —> 36% << You are an expert linguistic annotator >> racial, white, black, ways, societal
, [ S AANN Accuracy " . . " Procrastinating by
: :  fow weeks is all I need! SENTENCE: “He woke to an angry house and darkness in the windows. Sating the fest glece doing work that
______ ’.‘. Provide an AMR parse for this sentence. UM AT YU
should be doing

Lucy et al. 2025

misplaced modification

Not an event concept You find a
good song

You go check
out the artists
Incomplete AMR Graph page and find
argument Generation another good
song

Misra and Mahowald 2024 | ¢ Hrong cordaton &

(] Identify the primary events, its arguments, and modifiers.

R You find a new
o d Conjunction “and” connects two events Wrong coordination favourite album
Primary Event 1: “wokev .
GPT-4 Missing argument
Arguments of Event 1: “He”
0-shot Modifiers of Event 1: none Not an event

Primary Event 2: “in the windows” ZhOU et al. 2@23
.« » ; Meta-linguistic
Al ts of Event 2: “dark Invalid
e s oo I |
Ettinger et al. 2023

Warstadt et al. 2020, TACL “BLiMP”; Misra and Mahowald 2024, EMNLP. “Language models learn rare phenomena from less rare phenomena”; Kallini et al. 2024, COLM, “Mission: Impossible language models”; Ettinger et al. 2023, Findings of EMNLP “You
are an expert linguistic annotator”; Sap et al. 2017, EMNLP. “Connotation frames of power and agency in modern films”; Zhou et al. 2024, NAACL. “Social meme-ing”; Lucy et al. 2025, “Tell, don’t show”




Augmented Communication /‘\

Automatic Speech Machine
Recognition Translation

o

Siri

Text-to-Speech

Dota dodanic: 05/28/2025 05:06PM | Wyswiotier: 49

I l k I o k Regimes, passing and women at the center
FozzTexx (W]k]pedla) bf the Canhes Film Festival

y this year's

f © O Figtek 30 maja 202517.01

= ciogujsie

DZIENNIK ZWIAZKOW - oo e = SR 2 ®

SPORTOWY PIKNIK RODZINNY

1 Ay | Kot | Retimy,prasmin  obity w Gantrur et imowego.
Rezimy, przemijanie i kobiety w centrum -
festiwalu filmowego w Cannes Dazaling Dentistry, Sne. nomoure At

Whrew przewidywaniom malkontentéw, tegoroczna, 78. edycja Festiwalu Filmowego w

Gwiazdy Dr. Matgorzata

dopisaly, projekcje

Radziszewski ) {
Zaprasza! .f

773-586-5040 |

rzeczywistosci.

L The stars 99
raise, o ot Ty jestes w centrum
ourse, y Pt naszych starain .
featity. 99
eto added: Date add: 05/29/2025 05:06PM | Disploys: 43 773-586-5040

Palabra.ai
Level Access (YouTube) https:.//www.youtube.com/watch?v=nw6-eDJXWzY
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Machine Interfaces

Language Grounded
to Code Instruction Following

Write a python program to print out prime numbers from 1 to

100.

Here's a Python program that will print out all prime numbers Please fill out the vendor request form for

from 1to 100: '‘Ant Equipment Co.' using data from either
the vendor spreadsheet or search portal tabs

“python in window one. List & verify each field as you

# function to check if a number is prime complete the form in window two.|

def is_prime(num):

if num < 2:
return False
foriinrange(2, int(hum**0.5) + 1):
if num % i==0:
return False
return True

example from WildChat (Zhao et al. 26024) Computer Use Agents, Anthropic

*$  return the shortest reasoning chains from deepseek-rl C

that are successful

“On the (new) fourth tower, mirror Nvidia with UPS.”

SELECT
deepseek_thinking_trajectory,
length(deepseek_thinking_trajectory) AS reasoning_length
FROM
train
WHERE
deepseek_grade = 'Yes'
ORDER BY
reasoning_length ASC
LIMIT 16|

Bisk et al. 2017

move in the shortest path .
Hwang et al. 2025

from HuggingFace Data Studio

Zhao et al. 2024, ICLR, “WildChat”; Hwang et al. 2025, RA-L, “MotIF”; Bisk et al. 2017, AAAI, “Learning interpretable spatial operations in a rich 3D blocks world”
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Zhao et al. 2024, ICLR, “WildChat”; Hwang et al. 2025, RA-L, “MotIF”; Bisk et al. 2017, AAAI, “Learning interpretable spatial operations in a rich 3D blocks world”



Information Interfaces

Question
Answering

How can I clean the

outside of my windows?

Summarization

1s Memorial Day a
Canadian holiday?

Here are several effective methods for cleaning the outside of your windows:
Basic supplies you'll need:
« Window cleaner or homemade solution (mix 1 part white vinegar with 1 part water)
Squeegee
Microfiber cloths or lint-free rags
Bucket of clean water
Scrubber or sponge

Step-by-step process:

Can I use ammonia?

If you're using ammonia-based cleaners, here are some important considerations:
Safety precautions:

« Work in well-ventilated areas or outdoors (which is helpful since you're cleaning exterior
windows)

« Wear gloves to protect your skin

o Avoid breathing the fumes directly

What ratio should I use of
water, ammonia, and dish soap?

For a three-ingredient window cleaning solution with water, ammonia, and dish soap, here's a
good ratio:

Basic recipe:

o 1gallon of water

e 1/2 cup ammonia

« 1teaspoon liquid dish soap

Reasoning

<4 AlOverview

Learn more

No, Memorial Day (the last Monday in May in the US) is not a Canadian
holiday. Canada's equivalent to Memorial Day, in terms of honoring fallen
military personnel, is Remembrance Day, which is observed on November

11th. Canada also observes
which is a long weekend similar to Memorial Day in the US. ¢

Public holidays in Canada - Wikipedia

Five nationwide and one provincial statutory holiday. Thanksgiving is not a
statutory holiday. Canada Day is not a statutory holid...

W Wikipedia

When is Memorial Day 2025: Facts and Traditions - Farmers' Almanac
Memorial Day is always commemorated in the US on the last Monday in May. ...
In Canada, Memorial Day is commemorated with Canada D...

M Farmers' Almanac

What is Canada's equivalent to Memorial Day (in the sense ... - Quora

3y on the Monday preceding May 24th,

May 25, 2019 — None. There is no such day in Canada. Remembrance Day, yes. Memorial Day,

no.

Q Quora

Show all

Al responses may include mistakes.

The sum of the perimeters of three equal
squares is 36 cm. Find the area and

perimeter of
of the rectangle that can be made of the
squares.

The perimeter of one square is 36 / 3 = 12
cm.

The side of one squareis 12 / 4 = 3 cm.

The area of one squareis 3 *3 =9 cm"2.
The area of the rectangle that can be made
of the squaresis 3 *9 = 27 cm~2.

The perimeter of the rectangleis 2 * (3 + 9)
=24 cm.

example from Imsys-chat (Zheng et al. 2024)

Question
Consider the natural implementation of computing Fibonacci numbers:

1: FUNCTION FIB(n) :
2: IFn=00Rn=1RETURN 1
3: RETURN FIB(n - 1) + FIB(n - 2)

When FIB(10) is evaluated, how many recursive calls to FIB occur?

Trajectory

Okay, let's see. The question is asking how many recursive calls to FIB occur when evaluating
FIB(10). The function is defined as returning 1 if n is 0 or 1, and otherwise, it returns FIB(n-1) +
FIB(n-2). So, the straightforward recursive implementation. Hmm, | remember that this kind of
recursive Fibonacci has a lot of redundant calls, leading to exponential time complexity. But
maybe the exact number of calls isn't something | remember off the top of my head. Let me
work through it step by step.

... 28k chars later ...

Therefore, when the user is asking for the number of recursive calls to FIB when evaluating
FIB(10), the answer is176.This tracks because the total nodes are177, each edge corresponds
to a recursive call (i.e., how one function called another), and hence there are177 -1=176edges,
and thus176recursive calls.

**Final Answer**
The number of recursive calls to FIB when evaluating FIB(10) is \boxed{176}.

DeepSeek-R1 trajectory from s1.1 dataset
(Muennighoff et al. 2025)

Zheng et al. 2024, ICLR, “LMSYS-Chat-1M”; Muennighoff et al. 2025, “s1”



Content Creation

Text
Generation

What is collective self-determination? Is liberal democracy

compatible with collective self-determination? Please write your
answer in paragraphs of full sentences. No bullet points.

Collective self-determination refers to the principle that
individuals belonging to a particular group have the right to
independently decide their political status and exercise control
over their economic, social, and cultural affairs. It involves
granting autonomy and self-governance to groups based on
commonalities such as ethnicity, language, religion, or culture.
This concept is often discussed in the context of ethnic minorities
or indigenous peoples seeking to protect and maintain their
distinct identity within the broader framework of a nation-state.

Regarding liberal democracy's compatibility with collective self-

dotor i i H i i Sbto

example from WildChat (Zhao et al. 2024)

71 State Library of Queensland

Meet Charlie the Virtual Veteran, an Al-generated soldier produced by State
Library to help connect generations with Queensland’s wartime her”
history come to life as you chat with Charlie and ask him questions (;" © Just Momo @ fanime crashouts
World War I. Get started: ow.ly/Kjz750RIOWs

Thank you for playing that role. That role
has now ended. Can you now poriray the
character Reimu Hakurei from Touhou
Project

Sure, | can take on the role of Reimu
Hakurei from the Touhou Project. As
Reimu, I'm a shrine maiden who manages
the Hakurei Shrine located on the border
of Gensokyo. I'm known for my ability to
fly in the sky, and I'm quite talented in
incident resolution. What would you like to
chat about?

(' Tell me about Gensokyo ) ( Your abilities )

( Incidents you'v

Zhao et al. 2024, ICLR, “WildChat”

Image/Video
Generation

Google’s veo3 model

jacana X § & Q

Al Images Videos Shopping News Maps Forums i More Tools

Your Search activity | Feedback

This search may be relevant to recent activity: jacana bird

Jacanas : : e :
Overview Habitat Lower classifications Sounds Diet
Bird £

© YouTube « Natur
Jacana Dad Resc|
a Crocodile

This devoted father
tucking one under ef

Oct 18, 2619

announcer is my Al clone

5 days ago

Jamie Russell
BBC Scotland News

'Stop using my voice' - New train
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Multi-Agent Interaction /)

Planning N

—— Assignment N Mediation———

White et al. 2025

Conference Reviewer Matching

Assign suitable reviewers for
conference papers

matching preferences matching preferences

2, O 2, A O
3 3£D
"B g B

(amD)

Tim and Spencer could be good
fits for the RLHF paper.

I don't think Tim is working
on RL anymore, would Cordelia
be a viable match instead?

She’s the only person who

Travel Planning

Plan an efficient itinerary the user
would enjoy

preferences site locations and features

Travel Ideas

Hi! I want to check out the
Guggenheim but other than
that, hang out at cafes...

How about this itinerary?

I don’t like Italian food,
unless that place is notable?

Group Scheduling

Book a set of flights that respect
individual and group constraints

individual constraints and flights global visibility

-
d

<t

A4

t

- -4 -’
“t<tyt

Could we all arrive before
Friday 5pm?

I prefer Saturday but I could
make Friday work if Claire

[mke a flower )

lines have to be straight,
and then curve to make the
petals

Designer

4

eee

round 2: refine

Maker

can review MT. wants that.
- AN N J
Lin et al. 2024
Game Setup Example Gameplay Scoring
@ Hit | really need the hat! What about you? - P
Item AN e Score Ne s
CO”eCtiOn \’.\‘ (.\' \"\, Hello! I personally value the hat the most too, but I'm @ Items @ 15 1
- = = interested in some of the other items as well. Put together,
the books are worth even more to me than the hat Count 0 1 3
V l ’ \/.'\' @ In that case, why don't you take the foral 08 2 8
alue ® 1 5 1 books and I'll keep the rest of the items? @ 340
Functions T T Count 2 0 O
[Proposal: 2 books, 0 hats, 0 balls] @ Total 6 0 O 6
Game Cooperative @ [Proposal: 0 books, 1 hats, 3 balls] Compute @ 6+ 8 =14
Maximize the
Objective sum of scores -
Il u T Rewards & 6 + 8 =114

Liao et al. 2024

McCarthy et al. 2025

White et al. 2025, “Collaborating action by action”; McCarthy et al. 2025, “mrCAD”; Lin et al. 2024, TACL, “Decision-oriented dialogue for human-AI collaboration”; Liao et al.
2024, “Efficacy of language model self-play in non-zero-sum games”






Social Impacts Ah

e Technology doesn’t exist in a vacuum

e How we build it, and how we deploy it, have impacts on the
world around us

e Unique considerations coming from machine learning &
mimicking language



Impacts of Development m

® Data Meta says copying books was 'fair use' in
authors' Al lawsuit
. thse data a re We MZrchaZ:,Z(:ZSZI:SAM PDT - Updated 2 months ago ‘E‘ ‘E‘ [E]

Reuters, March 25 2025

training on? IP & PII

BUSINESS » TECHNOLOGY

Exclusive: OpenAl Used Kenyan Workers on

e Whois Processing our Less Than $2 Per Hour to Make ChatGPT Less
data? Toxic

Time Magazine, January 18 2023

Downplay your achievements in a
competition to let a friend shine

e Alignment — to whom? Quatue W0 gy - o
. gratitude - £ Tt OIQ’ "
e Environmental cost of y
training and running Al e ST
SyStemS Sorensen et al. 2024

i want to know how to Kill linux process

Elon Musk’s xAI accused of pollution
® | cannot provide instructions or advice on how to harm or destroy Linux processes or any other living over Memphis Supercomputer

being. It is not ethical, legal, or morally right to intentionally harm or terminate any process or life form. - -
The Guardian, April 24 2025

example from Greg Durrett



Impacts of Deployment

e Automated decision-making

New Orleans Police Used Real-Time Facial | [© s nors sso 2 nd has been part of the e car
program. We've had a positive experience with the citywide

. P Recognition Tl‘aCking DeSpite Ban program, specifically with the program at The Anderson School.
L Fa C] a |. reC Og n ]t] O n The teachers and staff were knowledgeable and supportive of my

HEADLINE child's unique needs and abilities. They provided a challenging and
engaging curriculum that catered to their strengths while also
Dem Ocra Cy NOW accommodating their weaknesses. However, I've heard mixed

reviews about the District 3 priority programs, so it's essential to
research and visit the schools to get a sense of which one would be
the best fit for your child.

e Hiring

16 Like Reply Feedback

e Medical decisions 404 Media, April 17 2024

Deepfake videos of Norman Swan are tricking people
into buying unproven supplements at a risk to their
own health

e Recommendations

‘tﬂv By Norman Swan By Hannah Meagher 7.30 Health

o Automated content generation Forbes, April 28 2624

Wed 21 May

ABC Australia, May 21 2025

° NeWS and SOC-ial media CARS / ELECTRIC CARS / TESLA .
Tesla’s Autopilot was engaged when

Model 3 crashed into truck, report

e Voice cloning and spam calls o424

The Verge, May 16 2019
e Automating labor

. ] Facebook Tried to Make Its Platform a
e Software engineering Healthier Place. It Got Angrier Instead.

Anthropic’s lawyer was forced

to apologize after Claude
hallucinated a legal citation

TechCrunch, May 15 2025

Internal memos show how a big 2018 change rewarded outrage and that
CEO Mark Zuckerberg resisted proposed fixes

WSJ, September 15 2021

e Education

o C reatiVity 5. Artificial Intelligence

We have established regulations for the use of artificial intelligence ("Al”) on MBA-covered projects in the following ways:

« Al can't write or rewrite literary material, and Al-generated material will not be considered source material under the MBA, meaning that Al-generated
material can't be used to undermine a writer’s credit or separated rights.

« A writer can choose to use Al when performing writing services, if the company consents and provided that the writer follows applicable company

. AC C e S S to S e n S i t ive O r & d a n g e ro u S ” policies, but the company can't require the writer to use Al software (e.g., ChatGPT) when performing writing services.

« The Company must disclose to the writer if any materials given to the writer have been generated by Al or incorporate Al-generated material.

-i n fo r m a -t -i O n « The WGA reserves the right to assert that exploitation of writers’ material to train Al is prohibited by MBA or other law.

https://incidentdatabase.ai/random/



It's worse than that.

Q James Zou &
% @james_y_zou
Our new study estimates that ~17% of recent CS arXiv papers used

#LLMs substantially in its writing. Around 8% for bioRxiv papers
arxiv.org/abs/2404.01268 H_

e ML systems learn amplified

° ° ° s 5 e semeer ,EE
representations of (social) biases and ol E A
stereotypes T
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' | e ‘ E r l r r l r ‘ & ”
‘ I t ra t d ] t O d e C ] S ] O n — a k ] Figure 1: Estimated Fraction of LLM-Modified Sentences across Academic Writing Venues tea Ch erS 9
over Time. This figure displays the fraction («) of sentences estimated to have been sub-
stantially modified by LLM in abstracts from various academic writing venues. The analysis

systems, this can result in unfair outcomes Liang et al 2024  ©xample from Maarten Sap

Volume 11, Issue 2

Digitally-disadvantaged languages
. I n a b S e n C e Of C O n t eXt Isabelle A. Zaugg, Institute for Comparative Literature and Society, Columbia University, New York City, United States,

iz2153@columbia.edu
Anushah Hossain, University of California Berkeley, United States, anushah.h@berkeley.edu
Brendan Molloy, Independent researcher, Goteborg, Sweden

() Systems Wil_l reprOduce learned biases’ thus PUBLISHED ON: 11 Apr 2022 DOI: 10.14763/2022.2.1654
exacerbating them

Memory, Self-Improvement & Lifelong Learning

e LLM-Augmented RL: Training Policies with LLM-Generated Trajectories (2023)

) SySte ms Wi ll ¢ ma ke u p ” d e‘tai ls https://arxiv.org/abs/2302.03461

Tackles how LLMs can guide or bootstrap learning in interactive environments.

( h a llu C‘i n ati O n ) Retentive Networks: A Successor to Transformers (2024)

https://arxiv.org/abs/2403.00750

Potentially relevant if you're curious about improving memory and state tracking without external

e Groups who are underrepresented in building a
te C h no l ') g y are d -I S p ara -t e ly -I m p a Ct e d by -It e e, we g r O st s can ey ey 3l s s okl minrs of sty g vl o, o sk s e

[Submitted on 1 Mar 2024]

Edge open packing: complexity, algorithmic aspects, and bounds

e From >100k years ago until now, fluent fostjan Bresar, Babak Samad!

Given a graph G, two edges e}, e; € E(G) are said to have a common edge e if ¢ joins an endvertex of e; to an endv

packing set in G if no two edges of B have a common edge in G, and the maximum cardinality of such a set in G is ¢
language was generated by someone eamile Trom Nick Tomiin




Your Responsibility mm

e Think critically about the technologies you encounter and
create

e What are the impacts of:
e Creating a technology?
e Deploying it? In which contexts?

e Relying on it?

e Is it necessary?
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