
What is NLP?

EECS 183/283a: Natural Language Processing
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Communication

• How does Person A know which utterance to send to 
Person B? 

• The utterance should be surprising in some way, to 
convey information Person A thinks is new to Person B 

• But it shouldn’t be too surprising, or else Person B 
would struggle to understand anything 

• A communication system is a set of expectations that we 
maintain on the intentional behavior of others in the world, 
where behavior that breaks these expectations is 
interpreted as a recruitment towards some other’s goal 



Language
Human language is 
compositionally productive. 
Language is built on multiple levels 
of continuous signals and discrete 
abstractions, which supports: 

• Construction and understanding 
of entirely novel meanings 

• Sharing increasingly abstract 
concepts with one another (e.g., 
past events and hypothetical 
futures; language itself) 

• Language change over time

Android 7.0 Nougat emoji, from Emojipedia

Emoji are not (very) arbitrary,  
but they can be composed into 

entirely new meanings.

“Book from the Ground”, 
Xu Bing



Language
Human language is mostly 
arbitrary. The relationship 
between linguistic units and their 
use does not come a priori, which 
implies: 

• We must learn language 
through experience 

• Utterances may, and often do, 
have multiple interpretations in 
different contexts (ambiguity) 

• Language users can influence 
what meanings forms take

Traffic signaling is not compositional,  
but the design is arbitrary.

Wikipedia (Unisouth)

Wikipedia (わいはま)Wikipedia (Ikar.us)

Federal Highway  
Administration

Wikipedia  
(Emmacedmonds)



Linguistic Units

Phonemes/ 
Graphemes

Stokoe notation of ASL

GA English vowels Chinese stroke primitives,  
from Jiang et al. 2024

Jiang et al. 2024, CogSci, Finding structure in logographic writing with library learning
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Language Use: Generation

speaker  
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fs(m, c)
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hx0, . . . , xn�1i

“Human communication is unique for its extensive use of 
abstract language.” From ASL STEM Wiki , Yin et al. 2024

“Can you hand me 
the suitcase?”

utterance
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xn

https://aslgames.azurewebsites.net/wiki/?targetArticle=5177&targetName=Communication


“Human communication is unique for its extensive use of 
abstract language.” From ASL STEM Wiki , Yin et al. 2024

Language Use: Understanding
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Language Modeling

Modeling the expectations we have over utterances we encounter 

• How can we find structure in continuous signals like speech? 

• What words are more frequent vs. rare? 

• What combinations of words are more likely vs. unlikely? 

• What sequences of utterances are plausible vs. implausible? 

• How likely is it for certain words (or combinations of words) to 
appear alongside different contexts vs. others?



Language Modeling

Modeling language use 

• Given an goal and a context, what utterance optimally 
achieves this goal? 

• Given an utterance and a context, what does the utterance 
mean, and what should you do in response?



Language Modeling

What we might get for free: information and structure 

• How do the statistics of language use reflect the structure 
of the real world, e.g., commonsense, factual knowledge, 
etc.? 

• How can we use language to scaffold structured processes, 
e.g., reasoning, programming, planning?



Core Challenges in  
Modeling Language

• Form is arbitrary; meaning is context-dependent 

• Learning requires a significant amount of data/experience 

• Languages are diverse, and change over time



Arbitrariness and Ambiguity
When context is not fully specified,  

the same form can have different interpretations. 
We can design language representations  

that disambiguate between possible interpretations.

example from Yoav Artzi

I’d like to buy a muffin with chocolate chips



Arbitrariness and Ambiguity
When context is not fully specified,  

the same form can have different interpretations. 
We can design language representations  

that disambiguate between possible interpretations.

example from Yoav Artzi

Please could you go to the shop and get 
a carton of milk, if they have avocados 
get six



Arbitrariness and Ambiguity
When context is not fully specified,  

the same form can have different interpretations. 
We can design language representations  

that disambiguate between possible interpretations.

example from Yoav Artzi example from Yoav Artzi
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Learning Sparsity
Long-tail (“Zipfian”) distribution of wordtypes 

(from Portal 2 dialogues) 

Inflectional variation can 
create more rare words

Words appearing once: 
5, mainly, movies, voiceover, recently, 
destroying, rash, staff, counter-strike, 
freedom, stopping, changed, trench, 
unfroze, march, party, relevant, 
crosses, sneak, downstairs, lady, 
winnable, locked, pr, partially, portally, 
cynical, straightforward, regret, aiming, 
aggressive, boys, travels, ey, steep, 
collusion, traps, perception, anti-fall, 
somebody, saved, lying, crowded, 
greatest, summon, photos, analysis, 
jumper, stomp, regenerate, depth, 
portaled, recalibrate, shorter, 
unsolvable, deadass, ripe, non-red, 
metabolism, reflection, connector…

We can create new words in 
new contexts

Compositionality results in 
exponentially many possible 

utterances!



Learning Sparsity

Dingemanse and Liesenfeld 2022, ACL, “From text to talk”

Language statistics vary significantly  
depending on context of use

Wikipedia



Language Diversity and  
Language Change
Languages differ greatly from one 

another, and language is constantly 
changing as it’s being used

1.2B total speakers, virtually no 
available data for building 

language technologies

Joshi et al. 2020, ACL “The state and fate of linguistic diversity and inclusion in the NLP world”



Addressing these Challenges

Approach 1: design explicit 
models based on our theory 

of the phenomena

Approach 2: 
scale up 

learning with 
more data

Kaplan et al. 2020

Frank 2023

Suhr et al. 2017, ACL, “A corpus of natural language for visual reasoning”; Kaplan et al. 2020, “Scaling laws for neural language models”  
Frank 2023, Trends in CogSci, “Bridging the data gap between children and large language models”

Te
st

 L
os

s

Suhr et al. 2017



Multiple Perspectives

• Linguistics 

• Cognitive science 

• Neuroscience 

• Psychology 

• Sociology 

• Political science 

• Literature 

• Philosophy 

• Etc…



Language Technologies

“methods of how computer programs or electronic 
devices can analyze, produce, modify, or respond 

to human texts and speech” (Wikipedia)



Data Analysis

Sap et al. 2017

Warstadt et al. 2020, TACL “BLiMP”; Misra and Mahowald 2024, EMNLP. “Language models learn rare phenomena from less rare phenomena”; Kallini et al. 2024, COLM, “Mission: Impossible language models”; Ettinger et al. 2023, Findings of EMNLP “You 
are an expert linguistic annotator”; Sap et al. 2017, EMNLP. “Connotation frames of power and agency in modern films”; Zhou et al. 2024, NAACL. “Social meme-ing”; Lucy et al. 2025, “Tell, don’t show”

Zhou et al. 2023

Linguistic 
Analysis

Text and Data 
Analysis

Lucy et al. 2025
Misra and Mahowald 2024

BLiMP benchmark, Warstadt et al. 2023

Ettinger et al. 2023

Kallini et al. 2024



Augmented Communication

FozzTexx (Wikipedia)

Text-to-Speech
Machine 

Translation

Palabra.ai
Level Access (YouTube) https://www.youtube.com/watch?v=nw6-eDJXWzY 

Siri

Automatic Speech  
Recognition

https://www.youtube.com/watch?v=nw6-eDJXWzY
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Machine Interfaces
Language 
to Code

Grounded 
Instruction Following

example from WildChat (Zhao et al. 2024)

Zhao et al. 2024, ICLR, “WildChat”; Hwang et al. 2025, RA-L, “MotIF”; Bisk et al. 2017, AAAI, “Learning interpretable spatial operations in a rich 3D blocks world”

from HuggingFace Data Studio

Computer Use Agents, Anthropic

Hwang et al. 2025

deliver lemonade 
move in the shortest path

Bisk et al. 2017
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Zhao et al. 2024, ICLR, “WildChat”; Hwang et al. 2025, RA-L, “MotIF”; Bisk et al. 2017, AAAI, “Learning interpretable spatial operations in a rich 3D blocks world”

from HuggingFace Data Studio

Computer Use Agents, Anthropic

Hwang et al. 2025

deliver lemonade 
move in the shortest path

Bisk et al. 2017



Information Interfaces
Question 
Answering

Summarization Reasoning

is Memorial Day a 
Canadian holiday?

How can I clean the 
outside of my windows?

Can I use ammonia?

What ratio should I use of 
water, ammonia, and dish soap?

example from lmsys-chat (Zheng et al. 2024)

Zheng et al. 2024, ICLR, “LMSYS-Chat-1M”; Muennighoff et al. 2025, “s1”

… 28k chars later …

DeepSeek-R1 trajectory from s1.1 dataset  
(Muennighoff et al. 2025)



Content Creation
Text 

Generation
Image/Video 
Generation

example from WildChat (Zhao et al. 2024)

Zhao et al. 2024, ICLR, “WildChat”

Google’s veo3 model



Content Creation
Text 

Generation
Image/Video 
Generation

example from WildChat (Zhao et al. 2024)

Zhao et al. 2024, ICLR, “WildChat”

Google’s veo3 model



Multi-Agent Interaction

White et al. 2025

White et al. 2025, “Collaborating action by action”; McCarthy et al. 2025, “mrCAD”; Lin et al. 2024, TACL, “Decision-oriented dialogue for human-AI collaboration”; Liao et al. 
2024, “Efficacy of language model self-play in non-zero-sum games”

Lin et al. 2024

Liao et al. 2024

McCarthy et al. 2025



What language  
technologies do you use?



Social Impacts

• Technology doesn’t exist in a vacuum 

• How we build it, and how we deploy it, have impacts on the 
world around us 

• Unique considerations coming from machine learning & 
mimicking language



Impacts of Development
• Data 

• Whose data are we 
training on? IP & PII 

• Who is processing our 
data? 

• Alignment — to whom? 

• Environmental cost of 
training and running AI 
systems

Time Magazine, January 18 2023

Reuters, March 25 2025

The Guardian, April 24 2025

Sorensen et al. 2024

example from Greg Durrett



Impacts of Deployment
• Automated decision-making 

• Facial recognition 

• Hiring 

• Medical decisions 

• Recommendations 

• Automated content generation 

• News and social media 

• Voice cloning and spam calls 

• Automating labor 

• Software engineering 

• Education 

• Creativity 

• Access to sensitive or “dangerous” 
information

https://incidentdatabase.ai/random/

Democracy Now

ABC Australia, May 21 2025

The Verge, May 16 2019

404 Media, April 17 2024

WGA MBA 2023

WSJ, September 15 2021

Forbes, April 28 2024

TechCrunch, May 15 2025



It’s worse than that…
• ML systems learn amplified  

representations of (social) biases and  
stereotypes 

• Integrated into decision-making  
systems, this can result in unfair outcomes 

• In absence of context 

• Systems will reproduce learned biases, thus 
exacerbating them 

• Systems will “make up” details  
(hallucination) 

• Groups who are underrepresented in building a 
technology are disparately impacted by it 

• From >100k years ago until now, fluent  
language was generated by someone

“teachers”,  
example from Maarten SapLiang et al. 2024

example from Nick Tomlin



Your Responsibility

• Think critically about the technologies you encounter and 
create 

• What are the impacts of: 

• Creating a technology? 

• Deploying it? In which contexts? 

• Relying on it? 

• Is it necessary?
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Sequence modeling: count-
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Speech modeling October 9

Midterm October 14

Speech modeling: self-
supervised learning; ASR; 

speech synthesis
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Structure modeling: syntactic 
and semantic parsing
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October 30

Modern LLM recipe: base LLM 
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Using language technology: 
knowledge representation; 

domain-specific models; code 
generation; agents, 

multimodality; pragmatics; 
reasoning; ethics

November 20

November 25

November 27

December 2

December 4


