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Multilingual NLP

e For any task we expect out of language technologies, they
should work for any language

e Question answering, information retrieval, summarization
e Dialogue systems and chatbots
e Language generation

e Language technologies can also support cross-language
communication
e Machine translation

e Language learning



Challenge: Data Modality/]\

e Not all languages have writing systems, with many languages
where:

e Only audio recording is possible or available

e Developing a consistent writing system is difficult, and
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finding or creating written records is extremely time- > P a3
consuming relative to how much the language is used ; - j’g
tl e
e Some languages are rarely written or have inconsistent uses of i
writing systems, and only used conversationally W "@3’ He 3

Aztec syllabary, PauloCalvo, Wikipedia

e Some writing systems are not-yet
digitized, or all documents are handwritten
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Challenge: Data Scarcity /]\

3 e For most languages, very little
= 10 AN . . . .
g @ | data 1s available for training or
® N . .
5 1 evaluating language technologies
B NS4 P
-g 101 -7 T .g.... 1 ’
~ SO 2 SN e There’s even less labeled or
100 T T parallel data!
- N ‘l II‘. _L.A._ aa \.\ .
10° 10" 102 10® 10 105 105 107 1.2B total speakers, virtually no
Unlabeled data (log) available data for building
language technologies
Class 5 Example Languages #Langs | #Speakers | % of Total Langs

0 Dahalo, Warlpiri, Popoloca, Wallisian, Bora 2191 QI.ZB) 88.38%

1 Cherokee, Fijian, Greenlandic, Bhojpuri, Navajo 222 30M 5.49%

2 Zulu, Konkani, Lao, Maltese, Irish 19 5. 7M 0.36%

3 Indonesian, Ukranian, Cebuano, Afrikaans, Hebrew 28 1.8B 4.42%

4 Russian, Hungarian, Vietnamese, Dutch, Korean 18 2.2B 1.07%

5 English, Spanish, German, Japanese, French 7 2.5B 0.28%

Joshi et al. 2020, ACL “The state and fate of linguistic diversity and inclusion in the NLP world”




Challenge:
Dialectical Variation ... me

french

e The same languages can vary significantly
depending on who is speaking it where

e Regional differences

e Formality differences

‘S
Colloquial Indonesian Translation
. o e Ada yang ngetag foto Someone is tagging old pho-
e What can vary? Any linguistic features! lawas di FB tos in FB
Quotenya Andrew Ng ini This Andrew Ng quote is
relevan banget very relevant
. . . . Bilo kita pergi main lagi? When will we go play again?
¢ Spea kerS Often mix d]fferent d]aleCtS with Ini teh aksara jawa kenapa  Why is this Javanese script
: : banget? i ?
one another in the same conversation susah banget very difficult
(COde- mixi ng) Table 5: Colloquial Indonesian code-mixing examples
from social media. Color code: English, Betawinese,
Javanese, Minangkabau, Sundanese, Indonesian.
English Tagalog Taglish
Could you explain it to me? Maaaring ipaunawa mo sa akin. Maaaring i-explain mo sa akin.
Could you shed light on it for me? Pakipaliwanag mo sa akin. Paki-explain mo sa akin.

Have you finished your homework? | Natapos mo na ba ang iyong takdang-aralin? | Finished/Natapos na ba 'yung homework mo?

Please call the driver. Pakitawag ang tsuper. Pakitawag ang driver.

Aji et al. 2022



Challenge: Speech Systems m%

In some languages, syllables may be T

distinguished not only by which specific vowel is

used, but also by: 47¢

e Syllable length
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e Pitch contour N

fundamental frequency in semitones

e Pitch height huyén

e Phonation (breathy, creaky, etc.) 0 100 200 300 400 500
Differences between vowels may be more subtle vieinamese fones
Formants
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Challenge: Morphology /I

e Synthetic languages denote English | Turkish Formation

° ° ° . ) sev- | -di -m
Sy n t a Ct ] C re lat] O n S h ] p S b etwee n  liked sevaim "like" | (past tense) (first person singular)
° ° ° . . | sev- | -me -di -m
WO rd S u S] n g ] n f leCt] O n  did notlike | sevmedim "like" | "not" (past tense) (first person singular)
(modification of a word, e.qg., e | sovoin || Cresanttonse) | et parsonsinguar

sev- | -me -m

CO nj u g ati n g a WO rd) O r ! donotlike | sevmem "like" | (negative present tense) | (first person singular)
agglutination (adding particles [

39000m330b®hbyd0b6700696m (gadmogvakhtunebinebdneno)
.t d 30000m- 33- o boyb -90 -06 -90 -© -696 -m
O a WO r gadmo gv a khtun eb in eb d nen o

"They said that they would be forced by them [the others] to make someone to jump over in this direction." (The word

describes the whole sentence that incorporates tense, subject, object, relation between them, direction of the action,
conditional and causative markers etc.)

® Issues With tOkenization English Burmese/l\/lyanmar(eoogle Translated)

GPT-35&GPT-4 GPT-3(Legacy) GPT-35&GPT-4 GPT-3(Legacy)

OpenAT ef[oen: s66daudyp: (000310068 GPT gp:0rpdpg§:00pd)
OpenAIl's large language models (sometimes referred to as GPT's) process pen m@,mfmma})oomﬁuemawqu rcnore Oimlr ﬁPU?GlEE%??wE
text using tokens, which are common sequences of characters found in a mm::rap:{aeo:crgceogﬂs(\gﬂcmmr‘gepqp:@om@ (;olmcqurvg:ra:)i):@lsj ©3300:

set of text. The models learn to understand the statistical relationships (\?‘r"ga?érmér" @u%s;ﬁq_g;:aié @O%méﬂj(@ (‘?ézﬁm&”’%&[: fmg?f':éﬁﬁpgm‘:r
between these tokens, and excel at producing the next token in a sequence @:wgsﬁ( O‘)CU‘R@B: o?mcqugﬁ PRRO EFPMANER RMCHR DORQOPRC
of tokens. or@:gﬁweu\
Y,

Clear Show example el Sl Emi

- - - - - -

Basic verb Reduplication Triplication
58 301 617 325
1 . 1 =" H 1 ] H . H 1 OpenAI's large language models (sometimes referred to as GPT's) process DRERAT (666
koul 'to sing' | koukoul 'singing koukoukoul 'still singing = A » OHROARS GPT ) Gnonesonnnes
xt using tokens, which are common sequences of characters found in a

set of text. The models learn to understand the statistical

. . - 77 GUBHLHUOULH0HUGY
relationships between these tokens, and excel at producing the next
. 1 1 . . 1 . 1 " . - ] . . 1 token in a sequence of tokens.
L7
mejr 'to sleep' | mejmejr 'sleeping' | mejmejmejr 'still sleeping e .
e el L7777 777 L7777 )
2227777

Reduplication in Pingelapese

Text  TokenIDs

Similar content, 10.6x the tokens!




Challenge: Lexical Se

kampwdéo nkwuu sicyeeré

four hundred eighty four

799 [i.e. 400 + (4 x 80) +

k&
and twenty-three and ten and five-four

na béé-taanre  na na baar-icy&ére

(3x20)+{10+ (5+4)}]

Base 80 numerical system (Supyire)

HOW DO YOU SAY 4 @, @‘
THE NUMBER Gep, Vep
Ocp, %Op
92 BOTH VALID 90+2 y
90+2
2+90 90+2 90-'-2
90+2
2+(5-0.5)x20 920+2
920+2 90+2 90+2
2+90 90+2
o< (2199, ° 90+2
1090 ‘0.1 ‘%.
90+2 T 2% 90 9042
90+2 90
90+2 90+2
20+2)
20+2 B S

Gibson et al. 2017, Barua et al. 2024
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she brings me dried dates and tells me old stories
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Challenge: Syntax

o . o The development of artificial intelligence is a really big deal.
Type | Languages Yo Families Yo 7 S == <
El desarrollo de la inteligencia artificial es un asunto realmente importante.
SOV 2,275 43.3% | 239 65.3%
SVO 2 117 40.3% | 55 15% The development of artificial intelligence is a really big deal.
| e e
VSO 503 9.5% |27 7.4% ATHIBEDHREIIAHZICT W ETI,
VOS 174 3.3% | 15 4.1% Maria non vuole mangiare.
Maria not want [to-]eat
NODOM | 124 2.3% | 26 7.1% "Maria does not want to eat."
OVS 40 0.7% |3 0.8% Non vuole mangiare.
OSV 19 0.30/0 1 0.30/0 Subject not want [to-]eat
"[(S)he] does not want to eat."
. . . dat Jan Piet Marie de kinderen zag helpen laten zwemmen

that Jan Piet Marie the children see-past help-inf make-inf swim-inf

|

|

‘. .. that Jan saw Piet help Marie make the children swim’




Challenge: Semantics /]\

Wide variety of possible language features:

e Noun classifiers and grammatical genders

e What must be specified via declension (e.qg.,
tense, aspect, number, gender, evidentiality,

etc.)

Aspect/Tense

Habitual

Remote Past

Remote Past Completive
Remote Past Perfect
Resultant State

Past Perfect Resultant State

Modal Resultant State

Remote Past Resultant State

Remote Past Perfect Resultant

State

Future Resultant State/Conditional

Modal Resultant State

Aspectual Marking in AAVE

Prototypical

'be eating'

(see Habitual be)

'BEEN eating'

(see [17))

'BEEN ate'
'had BEEN ate'
'done ate'

'had done ate'

'should'a done ate'

'BEEN done ate'

'had BEEN done ate'

''a be done ate'

'might/may be done
ate'

Stressed / Emphatic
Affirmative

'DO be eating'

'HAVE BEEN eating'

'HAD BEEN ate'
'HAD BEEN ate'
'HAVE done ate'
'HAD done ate'

'HAVE BEEN done ate'

'WILL be done ate'

'MIGHT/MAY be done ate'

Negative

'don('t) be eating'

‘ain('t)/haven't BEEN eating'

‘ain('t)/haven't BEEN ate'
'hadn't BEEN ate'
'ain('t) done ate'

'hadn't done ate'

‘ain('t)/haven't BEEN done
ate'

‘won't be done ate'

'might/may not be done ate'

= I BAHE (ZNRE)
xuéshéng

K

san  wei
three cL[human] student

"three students"

= R R (ZHR4E)
san ke shu

three ClL[tree] tree

"three trees"

= ] 5 (ZE£R)
san zht nido

three cL[animal] bird

"three birds"
= % 7] (=1%5m)
san tiao hé

three cCL[long-wavy] river

"three rivers"

Evidential type

nonvisual sensory

inferential

Evidentials in Eastern Pomol”!

Example verb

p'a-bék"-ink’e

p'a-bék-ine

hearsay (reportative) | p'a-bék"-le

direct knowledge

p'a-bék-a

Gloss

"burned"
[speaker felt the sensation]

"must have burned"
[speaker saw circumstantial evidence]

"burned, they say"
[speaker is reporting what was told]

"burned"
[speaker has direct evidence, probably visual]




Challenge: Idioms and
Figurative Speech

@-YF7Y hAP (ehel wehachen aleke)

literally: we ran out of grain and water
actual meaning: our time [usually romantic] has come to an end

e

armar un pancho
literally: to make/create a Pancho

actual meaning: to cause a big scene

REd D EILTNEE T (no aru taka wa tsume o kakusu)

literally: a skilled hawk hides its talons __
actual meaning: truly talented people don’t e

show off their skills e N RN
ey , ; / »’»L: . fﬁ ;; "

l% I% }J:_Ebﬁ (ma ma h U h U) h‘ Soga Nichokuan’s “Eagle on a rock”, 1624—44

literally: horse-horse-tiger-tiger

actual meaning: sloppy ; -

Examples from Hellina Nigatu, Rudy Corona, Kayo Yin, Kalvin Chang



Challenge: Differences in
Language Use

(2) An éisteann Sean lena mhathair riamh?
Q listen.PRES Sean tohis mother ever
Does Sean ever listen to his mother?"

(2.1) Eisteann.

listen.PRES

Yes, he does.
(2.2) *Eisteann  sé.

listen.PRES 3S.M.CNJV
(2.3) Ni  éisteann.

not listen.PRES

No, he does not.
Irish

Malagasy deixis
proximal medial distal

Adverbs NVIS | aty ato ao | atsy any |aroa* | ary

(here, there) = yis | ety éto €o | etsy éeny | erda ery

Pronouns @ NVIS izaty* | izato* | izao | izatsy* | izany | izardoa* | izary*

(this, that) vis | ity ito io |itsy iny | iroa* iry

W D) e iréto iréo | irétsy | irény | irerda* | irery*

English gloss Standard Thai  Clerical vocabulary

Royal vocabulary

'hand' /muw/ (H8) /muy/ (HB) /p"ra? hat/ (Wseving)
'house' /ban/ (111u) /ku?.4i?/ (ng) /wan/ (39)
'mother’ /méd/ (wa) /jio:m méy (Tosusi) | /phra? te"on.na?.nTy (wseauil)
'to give' /aj/ (1) /tra?.waij/ (a218) ft"a?.waij/ (a318)
'to speak’ Iphlzt/ (We) /phazt/ (We) ftrat/ (a5d)
'to sleep' N3/ (Wau) /team wat/ (31a) /ban.t"om/ (U35NN)
How to Address Other People
= You Ay
I_‘_\
Male
": ¥
\
Female Female el
Younger Your Age Older
&6 LINGODEER

Korean honorifics



Challenge: Language Change

Basilect ("Singlish" ikTok lusive t r 4
( . g .) . Mesolect Acrolect ("Standard") The TikTok Slang exclusive to Gen
Wah lau! This guy Singlish ) o _ o
) This guy Singlish This person's Singlish o
si beh _ W
) ; damn good leh. is very good.
hiong sia. Bet
Singlish =
Papa
Stan
i B Drip
| ]
1. to go; to walk; to go on foot C i r——
Hits different e G
FEIE ! — Zéubal — Let's go! Vibecheck | 4.\
1&%&&9"]@% © [MSC, trad. and simp.] IYKYK
Ta zou zai wo de miangian. pinyin]
He walked before me. I Shwbaned
1 Looted
AZERIEIR | wsc. raay Vowel pronunciation 2020 . ::::er
AREEFBAIR!  wsc, simp) : : : Bt
Coa s . .. Word | Late Middle English Modern English Fire
Bu yao zou de name kuai! pinyin) - Tea

Don't walk so fast! before the GVS after the GVS

. PF.P February
0 Pick 1
i% f%ﬁﬁﬁ%%ﬁ\ ? [IMSC, trad.] bite [':] [aI] = mecg:',r:
N T Caughtindk
EE%KEH5§%7\7 [MSC, simp.] meet [eX] BusBsin’ Yo
op
« e A i .
Zou zhe qu huolchezhan yao dugjiu’ [Plny-ln] P ] Hotgi :::;?}'Hfﬁ = 2021
How long does it take to walk to the station? [e1] Sheesh
gy
, . . ‘ . serene Hos
2. (literary or dialectal Mandarin, Cantonese, Hakka, Min, Wu) to run; to jog i
Ea15 2 mate [aX] [eI] Face card i
5'%—7&‘”- ’ %%i [Cantonese, trad.] i ; S
_ Go little rockstar
*??T ’ %ﬁi [Cantonese, Slmp] out [u:] [aU] December
mei® hok® haang4 , sin! hok® zau? [Jyutping] boot [OX] [UX] STy IF;‘_JI_shingP
(figurative) to learn to run before one can walk boat February ¥
O DTB
[O:] [OU] March el
I 2022 e
= POV
October Gyot
Dead

November

¢ highervisibility.com




